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Preface

This book describes the procedures for configuring the hardware options available for
Data General’s ECLIPSE MV/9500™ computer systems. It summarizes the basic
system elements and options available, covers the rules and restrictions for adding
these options, and includes examples of both initial configuration and system upgrades.
This book also contains descriptions of the operation of the power supply and the
interconnection of the system elements.

Organization of This Manual

Chapter 1 summarizes the basic system elements and illustrates the interconnection of
these elements. This chapter also contains a basic physical description of the major
components and gives system specifications.

Chapter 2 describes the operation of the power system. This includes a description of
the power-up sequence.

Chapter 3 lists I/O controller options available and their corresponding hardware
restrictions.

Chapter 4 describes a step-by-step procedure for configuring the system elements and
I/0O controller options.

Chapter 5 provides two examples of configuring systems, following the procedure
described in Chapter 4. The first example describes configuring a system from
scratch. The second example adds devices to the system from the first example.

Appendix A lists important data for configuring I/0 controllers into a system. The
information includes priority according to I/O latencies, current draw data, and
operating system restrictions.

Appendix B provides forms to use in current draw calculations.

Appendix C describes the expansion chassis available for expanding the system’s I/0.
It includes physical description, slot organization, and accessing the expansion chassis.

Reader, Please Note:

In this manual we use the term backplane to mean the interconnecting printed-circuit
board that passes bus and power signals to other boards. The backplane contains
connectors into which the boards of the system are plugged. The backplane is the
same thing as the backpanel in other documentation.
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Related Manuals

This manual is one of a set of two technical reference manuals, designed to provide
detailed technical information on the operation and configuration of the system
hardware. This set is for persons with computer hardware background.

Additionally, the computer is supported by guides to its operation and its
programmable features. An operator’s reference manual provides basic information
on operating system hardware for both nontechnical and technical audiences.
Programmer’s reference manuals provide a detailed description of ECLIPSE®
MV/Family assembly language instructions for those with hardware and/or assembly
language backgrounds.

The operator’s reference, programmer’s reference, and technical reference manuals
are primarily concerned with the hardware aspects of the system. The following
sections list these and other manuals related to system-specific hardware. Additional
manuals are available for the software, operating systems, and peripherals. The
procedure for ordering individual manuals or a complete list of all publications appears
at the end of the Preface.

Operator’s Reference Manuals
Starting ECLIPSE MV/9500™ Computer Systems, 014-001852

Describes the power—up and power-down sequences up to the point where the
operating system is loaded. Lists diagnostic error codes and related messages.

Programmer’s Reference Manuals
Using the ECLIPSE MV/9500™ System Control Program, 014-001854

Explains the relationship between the system control program and the rest of the
computer. Tells how to operate the system control programs (SCP), run diagnostic
programs, and troubleshoot system operation.

ECLIPSE/MV9500™ System Principles of Operation Supplement, 014-001855

Contains the assembly language programming information specific to the ECLIPSE™
MV/9500 computer. Supplements the ECLIPSE® MV/Family (32-Bit) Systems
Principles of Operation manual.

ECLIPSE® MV/Family (32-Bit) Systems Principles of Operation, 014-001371

Explains the concepts, functions, and instruction sets of ECLIPSE MV/Family
computers from an assembly language programming point of view.

ECLIPSE® MV/Family (32-Bit) Systems Instruction Dictionary, 014-001372

Explains the concepts, functions, and instruction sets of ECLIPSE MV/Family
computers from an assembly language programming point of view.

ECLIPSE® MV/Family Instruction Reference Bookiet, 014-000702
Pocket reference guide containing a brief summary of all ECLIPSE MV/Family

assembly language instructions.
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Technical Reference Manuals
Configuring Your ECLIPSE MV/9500™ Computer System, 014-001853

Describes the procedures for configuring the hardware options available for the system.
It summarizes the basic system elements and options available, covers the rules and
restrictions for adding these options, and includes examples of both an initial
configuration and a system upgrade.

Designing Interfaces for the ECLIPSE® /0 Bus, 014-001185

Explains how to design a custom I/O interface to connect to an ECLIPSE 1/O bus.
Describes operation, timing constraints, and electrical characteristics of the burst
multiplexor channel and I/0 buses.

Contacting Data General

Data General wants to assist you in any way it can to help you use its products. Please
feel free to contact the company as outlined below.

Manuals

If you require additional manuals, please use the enclosed TIPS order form
(United States only) or contact your local Data General sales representative.

If you have comments on this manual, please use the prepaid Comment Form that
appears at the back. We want to know what you like and dislike about this manual.

Telephone Assistance

If you are unable to solve a problem using any manual you received with your system,
and you are within the United States or Canada, contact the Data General Service
Center by calling 1-800-DG-HELPS for toll-free telephone support. The center will
put you in touch with a member of Data General’s telephone assistance staff who can
answer your questions.

Free telephone assistance is available with your warranty and with most Data General
service options. Lines are open from 8:30 a.m. to 8:30 p.m., Eastern Time, Monday
through Friday.

For telephone assistance outside the United States or Canada, ask your Data General
sales representative for the appropriate telephone number.

Joining Our Users Group

Please consider joining the largest independent organization of Data General users, the
North American Data General Users Group (NADGUG). In addition to making
valuable contacts, members receive FOCUS monthly magazine, a conference discount,
access to the Software Library and Electronic Bulletin Board, an annual Member
Directory, Regional and Special Interest Groups, and much more. For more
information about membership in the North American Data General Users Group, call
1-800-877-4787 or 1-512-345-5316.

End of Preface
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Chapter 1
System Overview

This chapter describes the physical components and the computational elements of the
ECLIPSE MV/9500™ computer system.

Physical Description

A standard-size, 10.5-inch, rack-mount chassis houses the basic computer. The
chassis contains the logic cage that holds the printed circuit boards for the system and
the power supply. A control panel on the front of the chassis contains the power and
reset switches and some status LEDs. A voltage-nonregulated (VNR) unit on the rear
of the chassis provides the initial, nonregulated input for the power supply board in
the bottom of the logic cage. A fan module (containing six fans) on the left of the
chassis provides cooling for the logic cage components.

Figure 1-1 illustrates the placement of the major components of the computer.

VNR

Control panel

Cooling fan module

Logic cage

Power supply assembly

RFI shield

Front trim panel

Figure 1-1 ECLIPSE MV/9500 Computer Chassis

The ECLIPSE MV/9500 computer can be mounted in any standard-size Data General
cabinet. Figure 1-1 shows the main chassis without any cabinet. Figure 1-2 shows the
system chassis mounted inside a cabinet.
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39.5 x 30 inch
cabinet

58.75 x 30 inch
cabinet

Figure 1-2 Cabinet Installation of ECLIPSE MV/9500 Computer Chassis

The physical specifications of the main chassis are listed in Table 1-1.

The Logic Cage

The logic cage is that part of the chassis that holds the logic boards. It consists of a
series of horizontal slots into which the various printed circuit (PC) boards are
inserted. The boards are inserted from the front of the machine and plug into
connectors that distribute signals and power throughout the system. These connectors
themselves reside on the backplane (backpanel), a printed circuit board running
parallel to the back of the logic cage and containing the bus that interconnects the
various boards. '

The logic cage contains 20 pairs of horizontal slot guides. The bottom four slots (slots
1-4) are used by the power supply. Slot 5 is used for the system board. Slot 6 is not
available. (The space for slot 6 is required by the system board.) The remaining 14
slots can be used for a variety of I/O controller boards.

Figure 1-3 shows the logic cage slot organization. Note that there are no slots for
memory boards; the memory modules are inserted as daughter boards onto the system
board and occupy space from slot 6.
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1/0 Controller or Bus Repeater 20
/O Controller 19

1/0 Controller
1/0 Controller

Space Required by System Board
System Board

S 0O N oo -

Power Supply

Figure 1-3 Logic Cage Slot Organization

Control Panel

The control panel contains several mechanically operated switches that control the
operation of the computer. In addition to the main on-off power switch, there are
other switches for system boot and reset, console reset, and lock. The front panel
also has three discrete LEDs that supply status information. For detailed information
on the operation of the front panel, refer to Starting ECLIPSE MV/9500™ Computer
Systems.

Power Supply

The power supply contains all the hardware necessary to rectify, filter, and transform
the single-phase ac input from the site power system to the dc voltages required by
the system and I/O controller boards in the chassis. The power supply is controlled by
an intelligent, universal power supply controller (UPSC) board inside the power supply
unit.

VNR

The voltage non-regulated unit (VNR) is a separate component of the power system.
Its primary function is to convert the single-phase ac input to nonregulated dc output,
which is then further filtered and converted by the rest of the power system. The
VNR also contains various sense and control circuitry that monitors the input status
and sends this information back to the UPSC.

Cooling Fan Module

The cooling fan module mounts vertically in the chassis on the left side of the card
cage (viewed from the front). It contains six box-type fans that provide airflow across
the power supply, system board, and I/O controller boards.
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System Console Terminal

The system console terminal (typically a basic character graphics display terminal or
hard-copy console) connects directly (through pins on the backplane) to an
asynchronous communications port on the diagnostic remote processor. The system
console normally consists of a keyboard and either a CRT display or a character
graphics printer.

The system console terminal is the operator’s interface to the system. It provides a
convenient way to enter commands that start, stop, and modify the system, as well as
receive status and error messages. It is also the interface through which the operator
implements the system control program.

System Organization

The computer, organized as a single-board assembly as shown in Figure 1-4, provides
the 32-bit processing power of the ECLIPSE MV/Family architecture. The single 15
by 15 inch system board consists of a microMV processor, memory control unit
(MCU), system cache, system clocks, input/output controller, and diagnostic remote
processor (DRP). These subsystems are interconnected by the system bus.

microMV Processor

The microMV processor is a custom—design, high-density, CMOS VLSI
microprocessor chip that provides the processing power for the computer system. The
microMV runs at a 15-megahertz rate, giving a single-cycle instruction time of 66.67
nanoseconds. The microMV executes the standard ECLIPSE MV/Family 32-bit
instruction set, generating the logical addresses, translating the logical addresses to
physical addresses, and performing arithmetic and logical data manipulations. A 64-bit
wide data bus provides the data link between microMV elements. A 32-bit wide
address bus provides physical memory addressing up to 4.3 gigabytes. An internal
2-kilobyte cache provides fast-access interim storage, direct mapped, and with
automatic write-through to system memory. The microMV has four inputs for
receiving interrupts. Three of these inputs are maskable; the other is nonmaskable.
The microMV also incorporates the time-slice timer portion of the system’s
architectural clocks.

System Memory

The system memory provides the physically addressed memory storage for the
computer. It consists of a memory control unit (MCU) on the system board and up
to four memory modules that connect to the system board.

Memory Control Unit (MCU)

The MCU provides timing, error checking and correction, dynamic RAM refresh and
sniffing, and memory control. A single gate array implements the MCU functions. It
controls addressing and data accesses to the dynamic memory arrays and also
performs the error checking and correction for the 64-bit wide bus data. The ERCC
facility corrects both single- and double-bit errors (except for double-bit soft errors).
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To/From I/0O device controllers
System Console

ECLIPSE BMC i?dergole I]_)iagnoslic
1/0 Bus Bus odem line

Input/Output Subsystem Diagnostic Subsystem

{ I |
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| | ! Remot h :
emote Asynchronous
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L
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I Processor Clock I |
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| o |
ing Uni |
L _ _ SystemProcessingUnit o [ Memory Subsystem |

Figure 1-4 System Board Organization

The MCU can access memory in four ways: quad-word read, quad-word write, block
read, and read-modify write.

Memory Modules

The memory modules are daughter boards that connect to the system board via
connectors. The modules consists of arrays of dynamic RAMs controlled by the
memory control unit (MCU). Functionally, the memory arrays connect to the system
bus through a set of latches and transceivers associated with the MCU. Each memory
module provides either 8 or 32 megabytes of physical memory depending on whether
1- or 4-megabit RAM chips are used. Both capacities of modules may be mixed in a
system. With a maximum of four memory modules, the total memory capacity per
system ranges from 32 to 128 megabytes, depending on the capacity of the RAM
chips used. The memory cycle time for read/writes is 333.33 nanoseconds.
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System Bus

The system bus is an address/data bus allowing communications between the main
subsystems elements. The bus is internal to the system board and consists of a 32-bit,
bidirectional address bus and a 64-bit data bus and associated control signals. The
bus supports multiple requestors and an address space of up to 4.3 gigabytes. The
maximum bandwidth for the bus is 60 megabytes per second.

Architectural Clocks

The term architectural clocks encompasses three clocks: a time-slice timer, an alarm
clock, and a boot clock. The time-slice timer, implemented within the microMV, is a
count—down timer that causes a time-slice fault to occur when a specified time slice
expires. The alarm clock, implemented within the 10C circuits, is a time-of-day
(TOD) clock with an alarm for generating an I/O interrupt. The boot clock,
implemented by the DRP, can be read after powerup to provide the time in hours,
minutes, seconds, day, date, and year. (Also see PIT and RTC.)

PIT and RTC

The system clocks are software accessable timers. The system programmer can select
from the architectural clocks (see microMV processor) or a combination of the
programmable interval timer (PIT) and the real time clock (RTC).

The PIT is an independent time base that is set to initiate program interrupts at fixed
intervals. The RTC generates low-frequency 1/O interrupts for performing time
calculations independent of system timing. A gate array on the system board
implements the PIT and RTC.

System Cache

The system cache is essentially 64-kilobytes of high—-speed memory supporting the
microMV processor’s performance. It provides interim storage for 4K blocks (64-bits
wide, two quad-words per cache block) of data copied from system memory. The
cache provides fast-access interim storage, direct mapped and with automatic
write—through to system memory. A 64-bit wide data bus and a 32-bit wide address
bus (with physical addressing up to 4.3 gigabytes) provide the communications link
between the cache and the microMV processor.

A cache update mechanism maintains cache coherency with system memory. It also
works closely with the microMV processor’s internal 2K cache. If another device
writes data to a physical memory address, the system cache informs the microMV
processor so that it can invalidate its entry. A write to system memory will overwrite
the data in the system cache. The system cache has a 1 cycle (66.67 nanoseconds)
read/write access time on a cache hit.

I/0 Controller (I0C)

The 1/0 controller (IOC) subsystem acts as an intermediate I/O processor, handling
data transfers between the I/O device controllers and the microMV or system
memory. These communications take place over two separate I/O interface buses: the
burst multiplexor channel (BMC) for high-speed block-oriented devices, and the I/O
bus for medium-speed data channel devices and low-speed programmed I/O devices.
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These buses connect to the various I/O controller cards in the card cage. The I/O
subsystem also connects directly to the system bus.

Two gate arrays provide basic IOC functions, such as PIO decoding, addressing, parity
checking, DCH and BMC bus generation, input/output buffering, data alignment, and
upstream map loading. Additional circuits include the I/O map RAM, the alarm clock
oscillator, external bus drivers/receivers, and an external PIO pulse decoder.

Diagnostic Remote Processor (DRP)

The diagnostic remote processor (DRP) is an 8-bit microprocessor that drives system
powerup, initialization, and diagnosis of both hardware and software problems. It also
generates the boot clock portion of the system’s architectural clocks. The DRP is
supported by ROM-based macrocode, power-up code, boot clock, and system control
program (SCP). The DRP connects to the system bus through the I/O controller.

The DRP supports remote diagnostics that allow Data General’s staff of system
engineers to diagnose hardware and software system problems off site.

In addition to the system console facilities, the DRP provides two other asynchronous
ports for diagnostic support. One of these is a modem interface, allowing remote
access to the DRP. The full set of system console functions is available over the
modem, as well as the ability to load each CPU’s writable control store.

The other asynchronous port can connect to both a user terminal and an intelligent
asynchronous controller, such as an IAC/16. This port enables the modem to
communicate with the CPU through a standard IAC connection. It also allows
individuals using the modem and the user terminal ports to send messages to each
other.

In addition to the standard system console interface, the DRP and associated circuits
provide a remote access console (RAC) facility for diagnostic support from a remote
location. One of these is a modem interface, allowing remote access to the SCP
processor. The full set of system console functions is available over the modem.

The SCP processor supports remote diagnostics that allow Data General’s staff of
system engineers to diagnose hardware and software system problems off site.

The RAC interface is available from an asynchronous port associated with the DRP
and can connect to either a locally installed service console or via a modem to a
remote service site.
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System Specifications

Table 1-1 lists general specifications for the system. Additional information is provided
within the individual chapters and appendices.

Table 1-1 System Specifications

Item

Description

System Board
CPU

System clock period
Instruction processing
microMV cache
System cache

1/0 interface
Diagnostic facilities

Memory
Physical structure

Module capacities

Minimum configuration
Maximum configuration
Memory control

Error management

Bus Structures

microMV internal data bus
ECLIPSE 1/0O bus

Message-Based Reliable
(MRC) Channel

Programming Architecture
Instruction set

Instruction length
Accumulators
Fixed-point
Floating-point
Physical address space
System clocks

microMV processor chip

66.67 ns

Four-stage pipeline

2 Kbytes

64 Kbytes, direct-mapped, automatic write-through to system
memory

IOC type implementing ECLIPSE 1/O bus

Diagnostic remote processor (DRP) drives system powerup,
initialization, and diagnosis.

One to four modules connected to system board via SIMM
connectors -

8 Mbytes or 32 Mbytes depending on whether 1-Mbit or 4-Mbit
DRAMS are used

One module, either 8 or 32 Mbytes

Four modules for a total of 128 Mbytes (using 32-Mbyte modules)
Memory control unit (MCU) included on system board.

2-bit memory error detection and correction, when possible.

64-bits wide.

Single-channel, 14 internal slots (8 BMC), expandable to external
expansion chassis.

External subsystem connected via BMC controller on ECLIPSE
1/0 bus.

Standard 32-bit ECLIPSE instructions, including intrinsic and decimal
instruction sets.
16 to 80 bits

Four 32-bit, two usable as index registers

Four 64-bit

4.3 Gbytes

Architectural clocks (alarm clock; time-siice timer, and boot clock)
Programmabile interval timer (PIT)

Real time clock (RTC)

Data Transfer Rates (maximum)

Burst muitiplex channel (BMC)
input
Output
Data channel (DCH)
Input
Output

11.7 Mbytes/s
10.9 Mbytes/s

2.31 Mbytes/s (1.67 Mbytes/s on slow DCH)
1.43 Mbytes/s (1.0 Mbytes/s on slow DCH)

(Continued)

014-001853




Table 1-1 System Specifications

System Overview

Item

Description

Maximum Configurations

Memory
I/0 slots

Disk storage

Tape units
Asynchronous lines
Synchronous lines
Data channel printers

Operating Environment
Temperature range
Temperature change

Humidity range

Altitude

Heat output, fully-loaded chassis
Watts

KVA rating

Physical Specifications
Width
Depth
Height
Weight:
Empty
Fully-loaded

128 Mbytes

14 in main chassis;

14 in expansion chassis
76.8 Gbytes via BMC

8

256 direct connected
16

6

32 to 131° F (0 to 55° C)
18° F (10° C) per hour

10% to 90%. noncondensing
8000 ft (2438 m) maximum
3285 Btu/h

963 W

1.44 KVA

19.0in (48.3 cm)
27.5in (70.0 cm)
10.5in (26.6 cm)

67.5 Ib (30.6 Kq)
102.5 Ib (46.5 Kg)

AC Power Input Specifications

Domestic Systems

Voitage

Frequency

Phase

Amperes (maximum)
Amperes, startup surge

International Systems

Voltage

Frequency

Phase

Amperes (maximum)
Amperes, startup surge

Japan

Voltage

Frequency

Phase

Amperes (maximum)
Amperes, startup surge

Voltage

Frequency

Phase

Amperes (maximum)
Amperes, startup surge

120 +10/-15%
47-63 Hz

1

14.1 (120V -15%)
20 (0.35 s maximum)

220/240 +10/-15%

47-63 Hz

1

7.1 (220V -15%. 240 V -15%)
39 (0.1 s maximum)

100 +/-10%

47-63 Hz

1

16.6 (100V -10%)

16 (0.35 s maximum)

200 +/-10%

47-63 Hz

1

7.8 (200V -10%)

39 (0.1 s maximum)
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Chapter 2

Power System

The power system consists of the following major components:

® Voltage nonregulated unit (VNR) — converts single-phase ac to nonregulated dc;
provides auxiliary voltage for UPSC usage.

® Universal power system controller (UPSC) — monitors and controls power system;

connects to the I/O subsystem via programmed 1/0 bus.

® Dc-to—dc regulator unit — converts nonregulated dc to +5 volt, +12 volt, -5 volt,
and -12 volt regulated voltages for use by the system boards.

® Battery backup unit (BBU) (optional) — provides backup power for the main chassis
in the event of a power failure. The BBU is contained within a separate chassis and

connects to the main chassis via power and signal cables.

The organization of these elements is illustrated in Figure 2-1.

1-Phase
ac Line—»
Input

300 V dc_(nominal) ¥
(120 A)
- dc-to-dc +12V
>
Regulator (5.5 A)
BBU
(optionai)
——» 5V
(2.3 A)
H -12V
‘ X (0.035 A)
4 Control and Status / UPSC
» +5V (11, 12)

AUXVNR ALXVRR . A)(
—
—
 —
| —|

o o |V
. ECLIPSE
Front Panel Switches 1/0 Bus

Figure 2—-1 Power System Block Diagram

Power System Operation

The power first enters the system as single—phase ac input. The VNR can be
configured to accommodate any one of several power transmission standards.
Table 1-1 in Chapter 1 lists the input power options for the system.
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The power enters the system through the VNR and first passes through a fuse and an
EMI filter. The main portion of the VNR contains an array of relays, rectifiers, and
capacitors that convert the ac input to a nonregulated dc output. This output is
approximately 300 volts, nominal. The main VNR output supplies the dc-to-dc
regulator unit.

The VNR contains various sense and control circuitry that monitors the input power
status. The information collected by this circuitry is sent to the UPSC. The VNR also
contains a transformer and a second set of rectifiers and capacitors used to produce a
small amount of nonregulated auxiliary dc voltage (AUXVNR) that is used by the
UPSC. This auxiliary voltage is highly load dependent and can be anywhere in the
range of 23 to 43 volts. It is this auxiliary voltage that first powers the UPSC to
enable it to bring up the rest of the system.

The dc-to-dc regulator unit takes the main output from the VNR and converts it into
the appropriate voltages for use by the other boards in the main chassis. Table 2-1
lists the current and voltage outputs of the dc-to-dc regulator unit. The +5 V(11,12)
is an output that supplies +5-volt power to just slots 11 and 12. The remainder of
the system derives its +5-volt power from the other +5 V supply.

Table 2-1 Dc-to-dc Regulator Unit Outputs (Maximum)

Supply (V) Output (A)
+5 120
+12 5.5
-5 2.3
+5(11,12) 22

In addition to these outputs, the dc-to—dc regulator produces a small amount of -12
volt power for use by the DRP.

For diagnostic purposes, each of the voltage outputs listed in Table 2-1 can be
margined up or down to stress system components and isolate potential faulty
elements. Table 2-2 lists the nominal range and margining percentagé for each
voltage, as measured at the power supply connector.

Table 2-2 Voltage And Margining Ranges

Supply (V) Nominal range = Margining range (%)
+5 4,95 to0 56.15 +2.5, -5.0
+12 11.70 to 12.30 +/- 8
-5 -4.70 to -5.20 +/- 8
+5 (11,12) 4.95 t0 5.10 +/- 8

Universal Power Supply Controller

The UPSC is a microprocessor-based, intelligent power system controller that monitors
and controls the activity of all the elements of the main chassis power system. Figure
2-2 shows the organization of the major elements of the UPSC.
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Figure 2-2 Universal Power Supply Controller Organization

The UPSC is responsible for the following major tasks:

® Turning on and off all parts of the power system.

® Monitoring and reacting to power system faults.

® Responding to communication from the microMV processor (through programmed

1/0).

® Producing the system interface signals related to the power supply.
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Power-Up Sequence

When the main power switch on the front panel is turned on, the AUXVNR
transformer energizes the AUXVNR output, and +5 AUX is generated on the UPSC
board. As soon as the +5 AUX output is within tolerance, a signal enables the UPSC.
The UPSC first checks its own internal logic. If there are no internal logic problems,
the UPSC closes the ac relay to the main VNR circuit.

When the ac relay is first closed, the capacitors in the VNR begin to charge up to the
300-volt VNR output level. These capacitors are charged through a current-limiting
resistor to prevent the initial surge from exceeding the circuit breaker rating. When
the capacitors are charged sufficiently within the VNR output tolerance, the UPSC
sends a signal to short out the current-limiting resistor through a second relay.

Once the main output of the VNR is within tolerance, the UPSC turns on the
dc-to-dc regulator unit. When all outputs of the dc-to-dc regulator are within
tolerance, the UPSC sends a signal (PWROK) to the rest of the system indicating the
power system is operational. The UPSC then derives its own power from the 12-volt
main output instead of AUXVNR.

At this point, the microMV processor begins its own power-up sequence.

Power System Faults

After the power—up sequence is completed, the UPSC remains active monitoring the
various power system elements for fault conditions. In most cases, if the UPSC
determines that a fault condition exists, it will shut down main power. If the input ac
voltage is lost, the UPSC first asserts the PWRFAIL and PWRFAIL1 signals which
inform the rest of the system that the power will soon be lost (if no BBU).

Table 2-3 lists the fault conditions that cause the UPSC to shut down the power
system (fatal faults).

Table 2-3 UPSC fatal fault conditions

Fault Condition

VNR output too high

VNR output too low

Power supply temperature too high
Chassis temperature too high
Fan failure

+5 V supply voltage too low
+5 V supply voltage too high
+5 V supply current too high
+12 V supply voltage too low
+12 V supply voltage too high
+12 V supply current too high
-5 V supply voltage too low
-5 V supply voltage too high
-5 V supply current too high
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Communications with the microMV Processor

The UPSC is connected directly to the I/O bus of the I/O subsystem. The UPSC and
the microMV processor can communicate through interrupts and programmed 1/0
commands. If the UPSC wants to communicate with the microMV processor, it uses
the interrupt line on the 1I/O bus. If the interrupts are enabled, the microMV
processor uses programmed 1/0 commands to interrogate the UPSC.

The microMV processor communicates with the UPSC to send control information or
to receive status information. The UPSC can control the following functions:

Cut or Restore ac Power

The microMV processor can command the UPSC to open or close the main ac relays.
If the BBU is present and functioning, it provides power to the system while the relays
are open.

Alternate Power Fail Mode

When a power fail occurs, the UPSC usually alerts the rest of the system using two
signal lines that indicate a power failure. One of these signals, "PWRFAIL1, can be
masked by turning on alternate power fail mode.

BBU Disable

The microMV processor can have the UPSC disable the BBU from functioning. If
the BBU is running, the system loses power. If the BBU is not running, the system
remains operational but is unprotected from power failures until the microMV
processor re—enables the BBU.

Margining

The microMV processor can control the margining of the power supplies through
programmed I/O commands.

Disable Power System Interrupts

The microMV processor can use this to prevent the UPSC from sending an interrupt.

Status

The UPSC responds with status when interrogated by the microMV processor. The
microMV processor can read status bits indicating the following:

® Alternate power fail mode status
® Interrupts enabled/disabled

@ BBU status

e Last fault detected by UPSC

® Margining status
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System Signals Provided by the Power System

The power system provides several signals for the rest of the system. Their functions
are described below.

LINECLK The LINECLK signal is a buffered TTL-level signal that oscillates at ac
line frequency. It is produced by the VNR and distributed across the
backplane for use by the system boards.

PWROK This signal is produced by the UPSC. When this TTL signal is high
(true), it indicates that the power system is functioning. This signal is
distributed on the backplane to the rest of the boards in the system.

"PWRFAIL This TTL-level signal is produced by the UPSC. It is a low true signal.
When low, it indicates that the UPSC has detected a loss of input power
and the power system may shut down. This signal is available to the
system boards through the backplane.

"PWRFAIL1 This signal is identical in function to "PWRFAIL. The only difference
is that this signal is maskable through commands to the UPSC. If
alternate power fail mode is disabled, this signal is always high. If
alternate power fail mode is enabled, this signal is the same state as
"PWRFAIL. "PWRFAIL1 is available to the I/O subsystem.

Battery Backup Unit Operation

The optional BBU is a separate chassis, which consists of two 48-volt battery packs, a
power section, and a control section. It provides power to the associated chassis in the
event of a loss of power at the main ac input. The power section converts the battery
output to 260 volts dc to drive the VNR output and 240 volts RMS ac to power the
fans in the chassis. The control section monitors and controls the BBU and
communicates with the UPSC. There are two basic BBU models, one for a system
with main chassis only, and one for a system with both main and expansion chassis.

During normal system operation, the BBU remains idle, drawing only enough current
to maintain the battery packs at full charge. Circuitry in the BBU monitors the charge
status. The BBU provides signals to the UPSC indicating that the BBU is fully
operational.

When the main ac power input fails, both the VNR and AUXVNR outputs begin to
drop. When the main VNR output gets below a certain voltage level, the UPSC sends
a request to the BBU to provide power to the system. The BBU then provides
enough power to sustain all boards in the main chassis, the UPSC, and the main
chassis fans.

After 5 seconds, the UPSC disables the BBU and checks to see if the output stays
above power fail level. If it does, the UPSC removes the power fail signals and the
system resumes normal operation. If the VNR output falls below the power fail level,
the UPSC requests the BBU to power the system and tries the procedure again after
another 5 seconds. This continues for up to 2 minutes. If the ac power has not been
restored after 2 minutes, the BBU shuts itself off.

The BBU has sensors that monitor internal status. If the sensors detect a fault, the
BBU indicates this with a signal to the UPSC.

End of Chapter
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Chapter 3
I/O Hardware Options

The system supports a number of ECLIPSE I/O controller boards that, in turn,
support a wide variety of peripheral devices. This chapter briefly describes some of
the ECLIPSE 1/0 controllers and interface boards that are available for the system.
Each description is organized by function, 1/0O slot requirements, type of 1/O bus
interface (BMC, data channel, programmed 1/0), model number(s) where applicable,
and other general restrictions. Configuration data (current draw and operating system
restrictions) for each board are listed in Appendix A.

The information here provides a guide for many of the currently available devices. It
should not be viewed as an inclusive listing, as new devices are added from time to
time, and some devices may be discontinued or replaced by others. Note also that
some model numbers may change. For complete and up-to-date information, contact
your Data General sales representative.

The controller descriptions are organized as follows:

® Disk Drives
High-speed disk subsystems controller
Rapid access mass storage (R.A.M.S.) controller
Rugged removable disk subsystems (RRDS) controller
727-Mbyte disk subsystems controller

® Optical Disk Drives

® Tape Drives
High-speed disk subsystems controller
Medium-speed tape subsystems controller
Streaming tape subsystems controller

® Combined Storage Subsystems (CSS)
CSS disk/tape host adapter
CSS tape host adapter

® Communications and Networks
Intelligent asynchronous controllers (IAC/8, IAC/16, IAC/24)
Intelligent asynchronous multiplexor (IAM/16)
Bit-synchronous interface controllers (BSI/1, BSI/4)
Intelligent synchronous controller (ISC/2)
Data control unit (DCU/200)
IEEE-488 bus interface
Multiprocessor communications adapter (MCA)
Intelligent TermController (ITC/128)
Computer-PBX interface (CP1/24)
Intelligent LAN controller (ILC)
Intelligent broadband controller (IBC)
Intelligent ring controller (IRC)
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Intelligent StarLAN controller (IDC)
Network bus system (NBS)

® Graphic display subsystems
® Printers
Line printer controller
Laser document printer controller

® Miscellaneous 1/0 Options
Bus repeater
Buffered card reader controller
Analog-to-digital and digital-to-analog converters
Array processor (ArrayPlus™ 2000)
ECLIPSE channel processor (MRC interface)
Voice mail controller (VMC/2)
General purpose interface boards

Disk Drives

The disk subsystems described in this section provide a wide range of capacities and
performance for your selection.

High-Speed Disk Subsystems Controller

The high-speed disk subsystems controller controls as many as four high-speed, fixed-
media disk drives. The controller transfers data through the ECLIPSE BMC bus.

Slot Requirements: 1

1/0 Bus Interface: BMC

Other Restrictions: None

Model Number(s): 6238-B (see Table 3-1 for compatible disk drives).

Table 3-1 High-Speed Fixed Media Disk Subsystems (Note)

Total No. of Capacity/
Model No. Capacity Drives Drive Configuration*
(Mbytes) (Mbytes)
6236 354 1 354 Rack-mounted
6236-A 354 1 354 Add-on drive only
6237 1062 3 354 Free-standing
6238-B hosts 4 controller only
6239 592 1 592 Rack-mounted
6239-A 592 1 592 Add-on drive only
6240 1776 3 592 Free-standing
6290 1184 2 592 Free-standing
6357 862 1 862 Rack-mounted
6357-A 862 1 862 Add-on drive only
6398 1725 2 862 Free-standing
6399 2587 3 862 Free-standing
6400 5175 6 862 Free-standing

* Includes drive(s) and controller, unless stated otherwise. Note that these are
models from an older product line. For increased performance, select drives
from the R.A.M.S. and CSS product lines.
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Rapid Access Mass Storage (R.A.M.S) Disk Subsystems
Controller

The rapid access mass storage (R.A.M.S.) subsystems controller controls as many as
eight R.A.M.S fixed-media disk drives. The controller provides interleaved BMC
transfers of data, commands, and status in a high-level, intelligent interface. The
controller supports as many as 64 concurrent requests, which can be optimized,
queued, and processed for as many as 8 physical units and 24 mirrored groups.

Slot Requirements: 1
I/0 Bus Interface: BMC
Other Restrictions: None

Model Number(s): 6580 (see Table 3-2 for compatible disk drives).

Table 3-2 R.A.M.S Disk Subsystems

ECLIPSE Total No. of Capacity/

Model No.  Capacity Drives Drive Configuration*
6580 hosts 8 Controller only
6581 500 Mbytes 1 500 Mbytes Rack-mounted
6581-A 500 Mbytes 1 500 Mbytes Add-on drive
6582 1 Gbyte 2 500 Mbytes Rack-mounted
6582-A 1 Gbyte 2 500 Mbytes Add-on drives
6584 2 Gbytes 4 500 Mbytes Free-standing
6585 space for 8 Cabinet only
6621 1.2 Gbytes 1 1.2 Gbytes Free-standing
6621-A 1.2 Gbytes 1 1.2 Gbytes Add-on drive
6622 2.4 Gbytes 2 1.2 Gbytes Free-standing
6622 2.4 Gbytes 2 1.2 Gbytes Add-on drives
6624 4.8 Gbytes 4 1.2 Gbytes Free-standing

* Includes drive(s) and controllers, unless stated otherwise.

Rugged Removable Disk Subsystems (RRDS) Controller

The rugged removable disk subsystems (RRDS) controller controls as many as four
removable-media disk drives in one or two rugged removable disk subsystem (RRDS)
chassis. The controller transfers data through the BMC bus.

Slot Requirements: 1

170 Bus Interface: BMC

Other Restrictions: None

Model Number(s): 6433 (see Table 3-3 for compatible disk drives).
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Table 3-3 Rugged Removable Disk Subsystems (RRDS)

Model Total No. of  Capacity/

Number Capacity Drives Drive Configuration*
(Mbytes) (Mbytes)

6433 hosts 7 Controller

6458R 234 1 234 Includes RRDS chassis

6459R 234 1 234 Add-on drive only

6460R space for 2 RRDS chassis only

6496R space for 2 400 Hz (RRDS chassis only)

* Includes drive(s) and controllers, unless stated otherwise.

727-Mbyte Subsystems Controller

The 727-Mbyte subsystems host adaptor/controller controls as many as seven
high-speed, 727-Mbyte, fixed-media disk drives. It provides interleaved BMC
transfers of data, commands, and status in a high-level, intelligent interface. The
controller supports as many as 24 concurrent requests, which can be optimized,
queued, and processed for as many as seven physical units.

Slot Requirements: 1

I/O Bus Interface: BMC

Other Restrictions: None

Model Number(s): 6434 (see Table 3-4 for compatible drives).

Table 3-4 727-Mbyte Disk Subsystems

Model Total No. of Capacity/
Number Capacity Drives Drive Configuration
(Mbytes) (Mbytes)
6434 hosts 7 Host adaptor
6492 727 1 727 Drive and controller
6492-A 727 1 727 Add-on drive plus mounting kit
6492-K 727 1 727 Add-on drive only
5816 8 727 Maximum configuration;
requires 2 host adaptors
6578 1454 2 727 2 drives and controller
6578-A 1454 2 727 2 drives only
6579 1908 4 727 4 drives, controller, cabinet
6585 space for 8 Free-standing cabinet
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Optical Disk Drives

Optical Disk Controller

The optical disk subsystems provide write-once, read-many times (WORM) capability
for large-scale archival applications. The subsystems employ nonerasable optical disk
technology that uses lasers to write and read the disk data. Disk cartridges come in
1-, 2-, and 2.4 gigabyte capacities. An optical disk subsystem appears to the
operating system just like a tape subsystem except that it can perform random-access
reads.

Slot Requirements: 1

1/0 Bus Interface: BMC

Other Restrictions: None

Model Number(s): 5070-D.

Tape Drives

Tri-Mode Tape Subsystems Controller

The tri-mode tape subsystem controller controls as many as four tape drives and
transfers the data through the BMC bus. The controller is included as part of tape
subsystem.

Slot Requirements: 1

I/O Bus Interface: BMC

Other Restrictions: None

Model Number(s): 4307 series (see Table 3-5).

Medium-Speed Tape Subsystems Controller

The medium-speed tape subsystems controller controls as many as eight reel-to-reel,
vacuum-column tape drives and transfers the data through the data channel. The
controller is included as part of the tape subsystem.

Slot Requirements: 1

I/0 Bus Interface: Data channel

Other Restrictions: None

Model Number(s): 6026 series (see Table 3-3).
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High-Speed Tape Subsystems Controller

The high-speed tape subsystem controller controls as many as three streaming tape
drives and transfers the data through the BMC bus. The controller is included as part
of tape subsystem.

Slot Requirements: 1

I/0 Bus Interface: BMC
Other Restrictions: None
Model Number(s): 6299, 6300 (see Table 3-5).

Table 3-5 Tape Subsystems

Model No. of Recording Tape Transport Tape Model
Number Drives Density Speed Method Capacity  Configuration*
(bpi) (ips) (Mbytes)
4307-H 1 1600, 6250 125 Vacuum column 140 Free-standing
4307-TL 1 800,1600, 6250 125 Vacuum column 140 Free-standing
4307-TA 1 800,1600, 6250 125 Vacuum column 140 Add-on drive only
6026 1 800,1600 75 Vacuum column Rack-mounted
6026-A 1 800,1600 75 Vacuum column Add-on drive only
6299 3 1600, 6250 50 Streaming 140 Rack-mounted
6300 3 1600, 6250 50 Streaming 140 Free-standing

* Includes drive(s) and controllers, unless stated otherwise.

Combined Storage Subsystems (CSS)

The combined storage subsystems (CSS) provides integrated support for disk and tape
drives. The CSS is particularly effective in configurations with limited controller space
or where cost effectivness is a concern.

Host Adaptor for Disk/Tape

The disk and tape model CSS host adaptor manages a full Combined Storage
Subsystem (CSS) consisting of as many as a maximum of seven peripherals in any
combination of one to seven disks and zero to four tapes. The model provides
concurrent disk and/or tape operations, and transfers data through the BMC bus.
Slot Requirements: 1

I/0 Bus Interface: BMC

Other Restrictions: None

Model Number(s): 6433 (see Table 3-6).
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Host Adaptor for Tape

The tape model CSS host adaptor handles as many as four tape drives of the CSS
type. It transfers the data through the BMC bus.

Slot Requirements: 1

I/0 Bus Interface: BMC

Other Restrictions: None

Model Number(s): 6435 (see Table 3-6).

Table 3-6 Combined Storage Subsystems (CSS)

Model Total No. of Capacity/

Number Capacity Drives Drive Configuration*
6429 234 Mbytes 1 234 Mbytes Rack-mounted disk pius 6433
6429-A 234 Mbytes 1 234 Mbytes Add-on disk drive/chassis
6446-M 234 Mbytes 1 234 Mbytes Add-on disk drive
6433 Hosts 7 Hosts both tape and disks
6435 Hosts 4 Tape only controller
6443 322 Mbytes 1 322 Mbytes Rack-mounted disk plus 6433
6443-A 322 Mbytes 1 322 Mbytes Add-on disk drive/chassis
6491-M 322 Mbytes 1 322 Mbytes Add-on disk drive
6461 130 Mbytes 1 130 Mbytes Rack-mounted tape plus 6435
6461-A 130 Mbytes 1 130 Mbytes Add-on tape drive/chassis
6352-M 130 Mbytes 1 130 Mbytes Add-on tape drive
6463 21 Mbytes 1 21 Mbytes Rack-mounted tape plus 6435
6463-A 21 Mbytes 1 21 Mbytes Add-on tape drive
6590 2 Gbytes 1 2 Gbytes Rack-mounted tape plus 6435
6590-A 2 Gbytes 1 2 Gbytes Add-on tape drive/chassis
6590-M 2 Gbytes 1 2 Gbytes Add-on tape drive
6593 662 Mbytes 1 662 Mbytes Rack-mounted disk plus 6433
6593-A 662 Mbytes 1 662 Mbytes Add-on disk drive/chassis
6554-M 662 Mbytes 1 662 Mbytes Add-on disk drive
6586 1 1600 bpi reel-to-reel tape drive,

rack-mount
6587 1 1600 bpi reel-to-reel tape drive,

table-top unit

* Includes drive(s) and controllers, unless stated otherwise
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Communications and Networks

The following described controllers provide system interface to a variety of
communications and networking devices.

Intelligent Asynchronous Controllers (IAC/8, IAC/16, IAC/24)

The intelligent asynchronous controllers (IAC/8, IAC/16, and IAC/24) provide a
microprocessor controlled interface for multiple asynchronous lines. These controllers
support full-duplex operation.

Slot Requirements: 1

I/0 Bus Interface: Data channel

Other Restrictions: None

Model Number(s): See Table 3-7.

Table 3-7 Intelligent Asynchronous Controllers

Model Number Transmission Line Modem
Number Mnemonic of Lines Interface Support
4367-A IAC/8 8 RS232-C, RS422 Yes
4368 IAC/16 16 RS232-C, 20 mA current loop No
4368-A IAC/16 16 RS422, 20 mA current loop No
4369-A IAC/8 8 RS232-C, RS422 Yes
4370 IAC/16 16 RS232-C, 20 mA current loop No
4370-A IAC/16 16 RS422, 20 mA current loop No
4622, 4623 IAC/24 24 RS232-C, RS422 No
4624, 4625 IAC/8 8 RS232-C, RS422 Yes

Intelligent Asynchronous Multiplexor (IAM/16)

The intelligent asynchronous multiplexor provides a processor controlled interface for
16 asynchronous lines (4 with modem control). This multiplexor supports full-duplex
operation.

Slot Requirements: 1

I/0 Bus Interface: I1/O bus connection

Other Restrictions: None

Model Number(s): 5916

3_8 014-001853




i/O Hardware Options

Bit-Synchronous Interface (BSl/1, BSl/4)

The bit-synchronous interfaces (BSI/1 and BSI/4) provide an interface for one or four
bit-synchronous communications lines (depending on model). These interfaces are
compatible with most bit-synchronous devices.

Slot Requirements: 1

I/O Bus Interface: Programmed 1/0

Other Restrictions: None

Model Number(s): 4348 (BSI/1 one-line), 4349 (BSI/4 four-line)

Intelligent Synchronous Controlier (ISC/2)

The intelligent sysnchronous controller (ISC/2) is a microprocessor-controlled
two-channel interface for synchronous lines. The controller is compatible with most
synchronous terminals and modems.

Slot Requirements: 1

I/O Bus Interface: Data channel

Other Restrictions: None

Model Number(s): 4380

Data Control Unit (DCU/200)

The DCU/200 provides a high-performance data channel interface for as many as
four communications chassis to off-load all of the character interrupt processing from
the host processor. The DCU/200 enhances system performance by handling the
character level processing. Character level processing includes control of the line
multiplexers, code translation, special control character handling, and buffer
maintenance. The DCU/200 supports a maximum of 256 lines.

Slot Requirements: 1

I/0O Bus Interface: 1/0 bus connection

Other Restrictions: None

Model Number(s): 4254

IEEE-488 Bus Interface

The IEEE-488 bus interface provides a high-performance interface between the
ECLIPSE I/0 bus and the General Purpose Interface Bus (GPIB) defined by the
IEEE 488 standard. The GPIB interface provides a standardized connection to
programmable and nonprogrammable electronic measurement devices, instrument
systems, and computers.

Slot Requirements: 1

I/O Bus Interface: I/O bus connection

Other Restrictions: None

Model Number(s): 4517-A
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Multiprocessor Communications Adapter (MICA)

The multiprocessor communications adapter (MCA) provides an interface to a
high-bandwidth interprocessor bus that connects as many as 15 DGC computers
together. With a maximum throughput of 500,000 16-bit words per second, the bus
provides effective interprocessor communications for short distances (less than 140 feet
total bus length).

Slot Requirements: 1
1/0 Bus Interface: Data channel

Other Restrictions: None
Model Number(s): 4206

Intelligent TermController (ITC/128)

The intelligent TermController (ITC/128) provides terminal services for as many as
128 terminals (64 terminals with concurrent usage) on a TermServing network. The
asynchronous terminals connect to an Ethernet LAN via TermServers, which provide
LAN-connection services. Each TermServer connects as many as 10 asynchronous
terminals and supports as many as 40 concurrent terminal sessions. An independent
TermManager provides access control and network management services for the
terminal serving network. The TermServing network’s software can establish a
communications session between two terminals, between a terminal and a host, or
between two hosts.

Slot Requirements 1
1/O Bus Interface: Data channel

Other Restrictions: None

Model Number(s): 4586 (TermController), 4608 - 4611 (TermServers), and
4607 (TermManager).

Intelligent LAN Controller (ILC)

The intelligent LAN controller (ILC) is a microprocessor—-controlled LAN interface
conforming to IEEE 802.3 baseband standard. The ILC transfers data at a 10
megabits per second rate, is Ethernet compatible, and provides medium distance
interprocessor communications for a maximum of 2500 meters total LAN length. You-
can configure a maximum of 1024 processors to a LAN.

Slot Requirements: 1

I/0 Bus Interface: Data channel

Other Restrictions: None

Model Number(s): 4532-A
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Intelligent Ring Controller (IRC)

The intelligent ring controller (IRC) is a microprocessor—controlled interface to PC*I
token ring networks. It is also compatible at the physical and data link layers with
IBM token ring networks. The IDC transfers data at a 1 megabit per second rate.
Each node in the star network can be located up to 800 feet from a HUB unit.
Although, technically as many as 1024 nodes are allowed per network, 64 nodes is
the maximum recommended number .

Slot Requirements: 1

I/0 Bus Interface: Data channel

Other Restrictions: None

Model Number(s): 4630

Intelligent StarLAN Controller (IDC)

The intelligent StarLAN controller (IDC) is a microprocessor—controlled LAN
interface conforming to Draft C of the IEEE 802.3 1BASES standard using low-cost,
voice—grade, twisted—pair communications lines. The IDC transfers data at a

1 megabit per second rate. Each node in the star network can be located up to 800
feet from a HUB unit. Although, technically as many as 1024 nodes are allowed per
network, 64 nodes is the maximum recommended number .

Slot Requirements: 1

I/O Bus Interface: Data channel

Other Restrictions: None

Model Number(s): 4581

Network Bus System (NBS)

The network bus system (NBS) provides serial-baseband interprocessor
communications. The NBS transmits and receives over a single coaxial cable up to
1 mile at a 2 megabits per second rate. As many as 32 CPUs can participate in the
local network.

Slot Requirements: 1

I/0 Bus Interface: Data channel

Other Restrictions: None

Model Number(s): 4460, 4461, 4462
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Graphic Display Subsystems

The graphics display subsystems consist of controllers (GDC) and associated memory
boards that provide high-resolution, high-performance color graphics. A GDC/1000 is
a two board set, consisting of a graphics processor and an image memory board that
give a 1280 by 1024 by 8 pixel display (256 colors). A GDC/2400 is a four-board set,
consisting of a graphics processor and three image memory boards that give a 1280 by
1024 by 24 bits per pixel display (16.7 million colors).

Slot Requirements:
I/O Bus interface:

Other Restrictions:

Model Number(s):

1 slot per board (2 or 4 boards, depending on model)
Data channel (controller)

Memory boards must occupy contiguous slots with the
corresponding controller board.

See Table 3-8.
Table 3-8 Graphic Display Subsystems

Model Number Graphic System
8810 GDC/1000 graphic display controller (2 boards)
8824 GDC/2400 graphic display controller (4 boards)
8812 Expansion memory for 8810 multihead applications
8812-A Expansion memory for 8810 double buffer/overlay applications
8812-B Dual expansion memory for 8810 double buffer/overlay applications
8812-M Expansion memory for 8810 to provide 24-bit graphic system

3-12
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Printers

Line Printer Controller

The line printer controller controls one text laser printer or one medium- or
high-speed line printer.

Slot Requirements: 1

I/0 Bus Interface: Data channel

Other Restrictions: None

Model Number(s): 4393 (see Table 3-9).

Table 3-9 Data Channel Subsystems*

Model Number Print Speed Character Set Print Method
4595-D 300 LPM 98 ASCII (upper/lower) Band printer
4596-D 600 LPM 98 ASCII (upper/lower) Band printer
4597-D 1200 LPM 98 ASCII (upper/iower) Band printer
4598-D 1500 LPM 96 ASCIl (upper/lower) Band printer
4599-D 2000 LPM 96 ASCII (upper/lower) Band printer
4603-D 1500 LPM ** 98 ASCII (upper/lower) Band printer
4604-D 2000 LPM** 98 ASCII (upper/lower) Band printer
6216-C 180 chars/s = -———- Dot matrix
6479P 26 pages/min Text laser printer

without controller

* Includes 4393 data channel controller unless stated otherwise.
** DIN-compliant model.

Laser Document Printer Controller
The laser document printer controller controls one laser document printer.

Slot Requirements: 1

I/0 Bus Interface: Data channel
Other Restrictions: None

Model Number(s): 4425
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Miscellaneous /O Options

Buffered Card Reader Controller

The buffered card reader controller provides a programmed I/O interface between the
ECLIPSE 1/0 bus and a series 4016 card reader. It has a 96-character buffer for
buffering read data. It is software compatible with the model 4016 card reader
controller.

Slot Requirements: 1

I/0 Bus Interface: Programmed 1/0

Other Restrictions: None

Model Number(s): 4306MV

Bus Repeater

The bus repeater provides continuation of I/0 bus signals from an ECLIPSE 1/0
chassis to an expansion chassis.

Slot Requirements: 1

I/0 Bus Interface: Slow data channel

Other Restrictions: Limited to those slots designated to support bus repeaters; one bus
repeater cannot provide signals to another bus repeater.

Model Number(s): 8992-N

ECLIPSE Channel Processor (MRC) Interface

The ECLIPSE channel processor board provides the interface between the ECLIPSE
I/0 bus and message-base channel (MRC) subsystems. It is available with either
copper or fiber—optic interface.

Slot Requirements: 2 (because of board thickness)

I/0 Bus Interface: BMC

Other Restrictions: None

Model Number(s): 80021 and 80022 (fiber-optic interface)

General Purpose Interface Boards

Allows users to build semicustom interfaces to connect to any ECLIPSE I/O bus slot;
includes programmed I/O Busy, Done, And Interrupt logic; input and output registers;
data channel logic; space for user defined logic with wire wrap pins; user—defined
ribbon cable; socket connectors.

Slot Requirements: 1

I/0 Bus Interface: 1/0O bus connection

Other Restrictions: None

Model Number(s): 4040-A and 4190-A

End of Chapter
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Chapter 4
Configuring a System

This chapter discusses the following system configuration activities:

® Determining what you need
System peripheral requirements
I/O controller requirements
Operating system
Memory requirements

® Configuring memory

® Configuring system I/O
Configuring channels
Allocating slots

® Configuring an ECLIPSE 1/O expansion chassis
® Checking power requirements
® Checking operating system restrictions

® Checking site and environment.

If you follow the approach outlined in this chapter, you will have a functional system
with a valid configuration, but not necessarily one with optimum performance. You
may need to fine tune the system for your particular application. How you optimize
system performance depends on the particular hardware and software configurations.
In most cases, the system will perform adequately if you take care to balance the
system hardware and software so that there is no overloading of any one section of
the system.

You should refer to the applicable programmer’s reference manuals for the equipment
you configure; often the manuals describe techniques for changing system parameters
to tailor the system for given applications. Data General also has a service that
provides highly competent systems engineers trained in diagnosing system performance
problems. Armed with a variety of performance monitoring and diagnosis tools, these
specialists can prescribe the necessary hardware and software solutions for your
performance problem. Your Data General sales representative can provide further
information on this service.

Once you have completed a particular configuration topic, continue with the next
topic. Do not consider any topic unnecessary; they are all essential in evolving a valid
and satisfactory system configuration.
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Determining What You Need

You must clearly define what you want your system to do. For example, if you are
configuring an upgrade to an existing system, is your goal to increase the efficiency of
your current applications, to expand to other applications, to add users, or all of
these? This definition is essential as requirements beyond the basic system vary greatly
with applications and system load. Except for configurations that require more /O
controllers than one chassis can support, any configuration of basic I/O hardware and
software components can operate on a minimum system.

The first step in configuring your system is to determine what components you need in
your system. You may devise your own approach to determing this, or you may use
the following outline. The outline consists of four steps that can help you in any
configuration task, whether it be the initial system design, an upgrade to the system,
or the design or addition of customized hardware or software. The steps are as
follows:

1. Determine what specific hardware peripherals you need to handle your workload,
your number of users, and your application requirements.

2. Determine the type and quantity of controllers required by the peripherals.
3. Determine which operating system you want to use.

4. Determine how much memory you need to handle your workload, considering your
number of users and and your application requirements.

These steps, described in the paragraphs that follow, define the basic components that
your system requires and that you must incorporate into the final configured system.
In most cases, these components will be well within the boundaries of the system
parameters, and system configuration activities can be performed with minimal
concern. Only when the configuration requires a very large number of 1/O devices,
customized hardware, or additions to heavily loaded systems do the limitations of
system parameters constrict and challenge the configuration.

In some cases you may need to consult other sections of this manual, including the
appendices, for information assisting your effort. Use the index to locate specific
information.

Determining System Peripheral Requirements

To determine system peripheral requirements, first start with the items that are
obvious: the number of users that you want to add, or the number and storage
requirement of new application programs that you want to run. From this information,
you can calculate the number of new terminals, the amount of disk space required,
and therefore the number and capacity of new disk controllers.

NOTE: Keep in mind when planning for disks that several disks and controllers may
provide more bandwidth, and therefore better performance than a single
drive and a single controller, regardless of the disk’s capacity.

Also, keep in mind that the number of tape drives you use for backup must be
appropriate for the amount of disk storage, and that the number of tape drives for
backup should increase with any significant increase in disk capacity. Similarly, a
significant increase in the number of users increases the number of printers you need.
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Take into consideration any expansion of communications facilities that you want to
make. If necessary, consult with your Data General sales representative.

Determining I/O Controller Requirements

To determine the I/0O controller requirements, evalutate the type and number of
controllers required by the peripherals. You may also want to expand your
communications facilities and therefore need controllers for that purpose. Refer to
Chapter 3 for a summary of common peripheral controllers available from Data
General for the ECLIPSE I/0 system. If you do not find what you need in Chapter 3,
consult with your Data General sales representative about other controllers that may
be available.

If your expansion needs are only for additional controller slots, you can add an
expansion chassis. When connecting an expansion chassis, you must install a bus
repeater board in the channel’s last slots within the main system chassis. The last slot
is designated for slow data channel operation and is the only slot that supports bus
repeater board operation. With the maximum system 1/O configuration, 27 controller
slots are available (you may be limited in how many controllers you can configure due
to power requirements for the controllers).

Determining the Operating System

You can choose from four Data General operating systems: AOS/VS, AOS/VS 11,
AOS/RT32, and DG/RDOS. Consult with your Data General sales representative for
help in choosing which system is best for your needs.

Determining Memory Requirements

The performance of your system depends on how well you match the amount of
memory in your system against the operational needs of your system.

NOTE: Do not be influenced by the memory capacities that you have had in the
past. A processor with increased performance capability requires increased
memory capacity to achieve the full potential of the processor. (Performance
is lost if the processor has to wait for the memory to swap pages.)

If you are adding a significant number of users or increasing the number or size of
your applications, you will need to add memory capacity. To determine the proper
amount of memory for your system, consult your Data General sales representative.

Configuring Memory

Once you know how much memory you need, you can configure the required number
of modules into the system. A basic system can operate with a minimum of one
memory module (with capacity of either 8 Mbytes or 32 Mbytes). If the system
requires more main memory, you can add up to three additional modules of either 8
or 32 Mbytes each. Also, when you have 8-Mbyte modules, you can upgrade them to
32-Mbyte modules through Data General’s Continuing Products Division upgrade
program. A full configuration of four 32-Mbyte modules provides the maximum
memory capacity of 128 Mbytes.
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None of the memory modules require any board jumpers, backplane jumpers, or
cables. Any capacity board can occupy any of the four connectors on the system
board designated for memory. The system automatically checks each location for the
presence of a module and determines its size in megabytes. However, for consistency,
you should install modules in consecutive connectors.

Configuring System I/O

Once you have determined the number and type of 1/O controllers as described in the
previous sections, you are ready to configure them. The remainder of this chapter
deals primarily with configuring device controllers into your system.

Allocating Slots

The allocation of slots involves determining three things: the number of slots, the type
of slots required, and the appropriate slot priority. Attention to these items will assist
you in configuring a channel that operates efficiently and without I/O bandwidth
saturation.

Determining Number of Slots

The number of siots required is the total number of 1/O controller boards. If the
number of boards exceeds the number of available slots in the main chassis, you will
need an expansion chassis. Note that a bus repeater board also uses an 1/O slot.
There are 14 1/O slots in the main system chassis and 14 I/O slots in an expansion
chassis. Since one of the slots in the main chassis is used for a bus repeater, the total
number of 1/O slots available is 27.

Determining Slot Type

Slot type determines the kind of bus connection that a device requires: BMC, fast
data channel, or slow data channel. The BMC signals flow through cables that run
across the front of the logic chassis and connect only to the desired boards. The fast
and slow data channel signals flow through the connectors on the backplane. The last
slot of the main system chassis is a slow data channel slot, the only slot used for a bus
repeater board. You must determine the type of slot each controller board requires to
know how to allocate boards to their appropriate location.

In the main system chassis, the BMC bus is available for the first eight 1/O slots.

The connectors on the BMC cables have enough separation to allow three non-BMC
boards between any two BMC connections. However, we recommend that you do not
separate BMC controllers with non-BMC boards unless those boards are part of a
BMC controller board set (such as a controller that requires two boards). The I/O
interface connector requirements for currently available I/O controllers are listed in
the controller descriptions in Chapter 3.

Each BMC bus requires a bus terminator plug. The last BMC device (highest slot
number, also farthest from the system board) on the I/O channel must have one of
these terminator plugs. Your initial system will come with the bus terminators already
installed. When you expand your system, your Data General field service
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representative will install the required bus terminators along with the other expansion
items.

Each ECLIPSE 1/O slot has a data channel connection. This connection can be either
fast data channel or slow data channel, depending on its physical location on the
channel. The only functional difference between the two types of data channels is the
speed of data transfer. The slow data channel is designed for ECLIPSE 1/0
expansion chassis communications. The slow data channel provides an extended data
transfer cycle to accommodate for the distance the signals must travel to and from the
expansion slots. The last slot on the main system chassis is designated as a slow data
channel slot, used either for a controller board or for a bus repeater extending the
ECLIPSE 1/O bus to an ECLIPSE expansion chassis. All remaining slots in the main
chassis are fast data channel slots exclusively.

Determining Priority

All device controllers will have some priority on their respective channels. Priority
relates to the slot position and thus servicing priority that a controller has on a
channel’s priority chain. (The physical and functional linking of priority is referred to
as the priority chain.) Each slot’s physical position is in respect to the IOC controlling
the channel, in this case the system board. The closer the controller is to the system
board, the greater the service priority the controller will have in respect to the other
controllers on the chain. Table 4-1 list the slot priority order for the main system
chassis and the expansion chassis.

There are two priority chains that should be considered when configuring a channel:
the interrupt priority and the data channel request priority.

Table 4-1 Slot Priorities

Configuration Priority, highest to lowest
Main system chassis 7.8,9,10,11,12,13,14,15,16,17,18,19,20
Expansion chassis 6.7.8.9.10,11,12,13.14,15,16,17,18.19

Interrupt Priority

Every device controller, whether in the main chassis or an expansion chassis, must be
able to communicate with the CPU, to start or terminate a data transfer, or to report
a status condition. The interrupt facility provides this capability.

Each ECLIPSE I/O channel has its own single interrupt line that follows a chain
through all the controller boards under control of the channel’s IOC (on the system
board). If a device controller needs to communicate with the CPU, it uses this
interrupt request line, which is passed on by the I0C to the CPU. When the CPU
acknowledges an interrupt, the interrupting device responds to the CPU’s
acknowledgement and “breaks” the chain, preventing devices further down the chain
from also responding. Devices not requesting an interrupt pass the acknowledgment
along the chain until the first interrupting device receives it.

Data Channel Request Priority

Each device that uses the data channel (excluding BMC devices) has a physical and
functional position in the priority chain for data channel requests. The 10C also has a
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priority chain for data channel requests that links from slot to slot for all the devices
under its control.

If a device is ready for a data channel transfer, it uses the data channel request line
to notify the IOC on the system board. When the 10C is ready for the transfer, it
signals the device requesting the transfer. The device responds by “breaking” the
chain, preventing devices further down the chain from also responding. Devices that
do not use the data channel (such as BMC devices) and devices not ready for a data
channel transfer pass the chain along unbroken.

Data Channel Latency

Unlike BMC devices and bus repeaters, any data channel device can go into any slot.
Due to the priority scheme, some devices can monopolize the data channel, if the
priority is not set appropriately, and block access by others. No device inherently
monopolizes the data channel because bus requirements are dependent on the use of
the device at any given instant. However, some devices can tolerate longer delays
between accesses due to more local intelligence and greater onboard memory.

The amount of delay a device can tolerate between the time when it makes a data
channel request to access memory and the time when that request must be
acknowledged is called data channel latency. Data channel latency varies with the type
of controller. As a general rule, you should assign slots with the highest priorities to
the controllers with the lowest data channel latency. Table A-2 in Appendix A lists
the slot priority order for various 1/O controllers.

An additional consideration is the device controller used for loading diagnostics. Every
system must have a diagnostic load device. This is usually a tape drive. If this tape
drive is a non-BMC device, you should assign it to the highest priority slot after the
BMC devices have been configured.

Distributing Load

You may want to consider ways to distribute the load from the I/O controllers. Slot
priorities particularly apply, as does individual device loading. For example, the usage
level of a device connected to a particular controller can negatively affect the
performance of other devices on the same controller. The effect of highly used
terminals, asynchronous printers, or heavily used asynchronous communications lines
may be lessened by distributing these devices and lines across different communication
controllers.

Because bandwidth usage is dependent on the number and types of operations
performed at any given instant you cannot always balance the load in advance for all
conditions. Therefore, even after following the previous guidelines, it may be necessary
to rearrange controller boards to tailor a system to a specific set of applications.

Configuring an ECLIPSE /O Expansion Chassis

The ECLIPSE I/0O expansion chassis provides an extension to the individual ECLIPSE
I/0 channels. It connects to a bus repeater board in the last slot of computer chassis
via an external I/O cable. The expansion chassis is a self-contained rack-mounted
unit, installed within a separate peripheral cabinet. It has its own power supply,
backpanel, cooling fan, and peripheral device connector panel. The expansion chassis
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provides 20 slots, 6 of which are taken up by a power supply, a load board, and an
1/0 bus terminator. The remaining 14 slots, numbered 6 through 19, are available for
1/0 controllers. A stand-alone BBU is required when configuring a chassis with the
system.

The allocation of slots within the expansion chassis is relatively simple: all slots are of
the same type, slow data channel. Therefore your primary concern is to allocate
boards according to the same priority and latency requirements as outlined previously
for the main subsystem chassis 1/O slots. Power considerations are based on the
expansion chassis’ own independent power supply.

For further description of the ECLIPSE 1/0 expansion chassis, refer to Appendix C.

Configuring Battery Backup

You can configure your system with a battery backup unit (BBU), which senses any
interruption of power and shuts the system down in an orderly manner. This shutdown
includes saving important processor information in main memory just before the
system shuts down. The BBU then maintains power for the entire CPU and expansion
chassis (if present) for as long as the batteries are able to supply power. When the
input power comes back on, the system automatically restarts as long as the system is
still on battery power. The restart occurs at the point where the power interruption
occurred.

BBU models are available for individual chassis, such as the main computer chassis or
the expansion chassis, and also a model that connects to the main computer chassis
that powers both the main chassis and an attached expansion chassis.

Checking Power Requirements

Power requirements are determined by adding up the individual power draws for the
individual logic components and comparing the totals with the maximum available
power outputs. If a total exceeds the maximum value of the basic computer chassis,
you will have to reassign some boards to an expansion chassis.

Most of the power used within the computer chassis goes to the 1/0O controller boards.
However, there are several other components that draw small amounts of power. The
terminator resistors for buses in the system draw small amounts of +5 volt power. The
system data and address buses, each BMC bus, and each I/O bus have separate
terminators that add small but finite amounts to the power requirements. The front
panel also draws a small amount of +5 volt power.

If there is a battery backup unit (BBU) for the chassis, it draws a small amount of
both +5 volt and +12 volt power during normal power conditions. However, after a
power failure, the amount of VNR power the BBU uses increases significantly (to
recharge the batteries).

Table A-2 in Appendix A lists the current draw values of the controller boards that
draw power from the main regulator outputs. To determine the total power
requirements of your configured subsystem, you must add the power requirements of
all the controller boards in each chassis you have configured.

You also need to consider the reed relays that monitor the amount of +5 volt current
distributed to various slot groups in the main chassis. Each relay allows up to a total
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of 50 amperes of +5 volt current for all the boards in its group. If too much +5 volt
current is used by any one group, a power system fault will be generated. Table 4-2
lists the reed-relay slot groupings for the main chassis. Table C-5 in Appendix C lists
the reed-relay slot groupings for the ECLIPSE I/O expansion chassis.

Table 4-2 Reed relay slot groupings

Group Slots Maximum
Current (A)

1 7.8,9,10 50

2 11,12 22

3 13,14,15,16 50

4 17.,18,19,20 50

Appendix B provides configuration worksheets to help you determine if your proposed
configurations are within the power limitations of the individual chassis. In these
worksheets, the current draw values of basis system boards are pre-entered for you
and the +5 volt fill-in spaces are allocated according to the reed relay slot groupings.
The total available current specifications for each power supply voltage are also listed
to compare with the figures that you derive.

Checking Operating System Restrictions

You should verify that your configuration is fully supported by the operating system
you intend to use. This section explains how to check the restrictions for the following
operating systems:

e AOS/VS and AOS/VS 11
® AOS/RT32
e DG/RDOS

AOS/VS and AOS/VS Il Operating Systems

Both the AOS/VS and AOS/VS II operating systems may restrict the number of
certain controllers that you can have in a system. Appendix A lists the controllers
available for ECLIPSE I/O systems along with any limitations imposed by the operating
system.

Device codes are also a concern. The operating system can put various limits on the
number and type of devices used in a system. In general, controllers that the
operating system uses directly will be assigned at startup. The system will be “told”
which controllers it has available by having unique numerical device codes assigned to
each controller. These device codes are used to address the device when
communicating through an 1/O channel.

Each channel has its own set of 64 device codes. In some cases, jumpers or switches
on the I/O controller boards determine which device code the controller responds to.
Certain device codes are usually reserved for specific controllers. These device codes
have mnemonics associated with them that the assembler recognizes and translates to
the appropriate code. For example, the system console interface is usually assigned
device code 10 for input from the keyboard and 11 for the output to the display. The
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assembler recognizes the mnemonics TTI for input and TTO for output and translates
them to 10 and 11 respectively. If a device has a reserved device code, you should
use that code. If there is no specific device code, any unused codes will suffice.

Controllers not recognized by the operating system require additional software for
interface handling routines, which may pose their own limits. Certain software
packages contain their own interface handling routines. The operating systems also
provide system calls that allow users to define their own routines for special or
customized controllers. Appendix A lists the operating system limits for the various
controllers. For more information, consult your Data General sales representative.

AOS/RT32 Operating System

The AOS/RT32 operating system has its own restriction on devices that it recognizes.
Controllers not recognized by the AOS/RT32 operating system require additional
software for interface handling routines, which may pose their own limits. Certain
software packages contain their own interface handling routines. As with AOS/VS and
AOS/VS 11, AOS/RT32 also provides system calls that allow users to define their own
routines for special or customized controllers. Table A-15 in Appendix A lists the
operating system limits for the various controllers. Consult with your Data General
sales representative for further information on the AOS/RT32 operating system.

DG/RDOS Operating System

DG/RDOS is a real-time operating system supporting foreground/background
processing, multitasking, and memory mapping. Even though the ECLIPSE MV/9500
is a 32-bit system, DG/RDOS running on it supports only 16-bit programs with a
maximum of 64-Kbytes of address space. For additional information, along with a list
of controllers and device codes compatible with the DG/RDOS operating system,
consult with your Data General sales representative.

Checking Site and Environment

You must consider a variety of environmental factors when you configure a system for
the first time or if you are adding peripherals. These factors include the following:

® Air conditioning

® Total available ac power
® Space requirements

® Acoustics

® Electrical interference.

You should consult with your Data General field service representative for assistance
on site and environmental planning.

End of Chapter
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Chapter 5
Examples of Configuring a System

This chapter gives two examples showing how to configure an ECLIPSE 9500 system.
The first example shows you how to configure an initial system, using the steps
defined in Chapter 4; the second example shows you how to expand upon that initial
system using the same steps.

Example 1: Configuring an Initial System

In this example we are configuring an ECLIPSE 9500 system for an initial installation.
The steps we use are as follows:

® Determining what we need.

® Configuring memory.

® Configuring system I/O.

® Configuring battery backup.

® Checking power requirements.

® Checking operating system restrictions.

® Checking site and environment.

Determining What We Need
We know that our system has a system board with at least one memory module.

The initial step then in our configuration task is to determine what additional items
are required. Using the approach outlined in Chapter 4, we perform that task as
follows:

1. First we decide what we want for peripherals, based on the projected number of
users, the applications being used, and the physical distribution of the users.

2. From the peripheral requirements, we determine what we will need for I/0
controller boards.

3. Based on the applications we want to run, the number of users on the system, and
the peripherals we want on the system, we select the operating system.

4. Based on the applications we want to run, the number of users on the system, and
the peripherals we want on the system, we determine how much memory we should
have.
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Determining System Peripherals

In assessing what we want for peripherals, we decide on the following:

® 60 user terminals plus one system console terminal.
® One serial-interface letter—quality printer.

® One parallel-interface line printer.

® Two 500-Mbyte R.A.M.S. disk drives.

® One high-speed tape drive.

® Two synchronous modems.

Determining I/0 Controllers

From the above list, we simply calculate how many IAC boards it will take to support
the 60 terminals and the letter—quality printer. We then list the controller boards
required for the other peripherals. Although two IAC/24 boards and one IAC/16
board would provide for the number of users that we want now, there would be only
three lines available for users to be added as needed. So we opt for three IAC/24
boards, giving us a load balancing and expansion potential of 11 more asynchronous
lines. Since the system console is handled off of the system board, no additional
consideration has to be made for the system console. Table 5-1 lists the 1/O controller
boards that we need and their I/O type:

Table 5-1 Example 1: /O Controllers

Quantity Controller Type of 1/0
3 4622 IAC/24s data channel
1 4599 Line printer controllers data channel
1 6580 series disk controller burst multiplex
1 6300 tape drive controller burst muitiplex
1 4380 ISC/2 data channel -

NOTE: The controllers listed in Table 5-1 are all single board controllers, thus
requiring one slot per controller.

Determining the Operating System

Data General provides four operating systems for us to choose from: AOS/VS,
AOS/VS II, AOS/RT32, and DG/RDOS. We consult with our Data General sales
representative to determine which operating system we should use. From this
consultation and based on our applications, we select the AOS/VS II operating system
as best serving our needs.
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Determining Memory Requirements

As advised in Chapter 4, we consult with our Data General sales representative to
determine how much memory we need for our system. The memory requirement takes
into account the AOS/VS II operating system, the applications being used, and the
number of users on the system. From this consultation with the sales representative,
we decide that we want an additional 8-Mbyte memory module in addition to the
basic 8-Mbyte memory module that is standard for the system.

Configuring Memory

The memory modules will be installed on the system board and are electrically
connected via mating connectors. The memory modules do not require any jumper or
switch configuring.

Configuring System /O

Now that we have determined the number and type of I/O controllers, the operating
system, and the amount of memory, we are ready to configure the logic chassis by
allocating slots according to the requirements of the individual controllers.

Allocating Slots

The allocation of slots requires that we know the number and type of individual
controller boards. In our example, we have already determined that our configuration
requires seven 1/0O controller boards, two of which use the BMC interface and the
remaining five of which use the standard data channel interface. Therefore, to allocate
slots, we need to determine where each board should be installed for optimal system
operation.

The BMC boards are easy. The rule states that BMC boards should be installed in
slots nearest to the I/O controller (on the system board). Therefore, we assign the
fixed—disk controller board to slot 7 and the tape drive controller beard to slot 8.

To determine the priority ordering of the remaining boards, we consult Table A-1 in
Appendix A.

From the table we see that the intelligent synchronous controller board (ISC/2) would
have the highest priority among the boards we are using. Alternatively, it could be
placed after the IACs and before the printer controllers. For our purposes, we assign
the ISC/2 to slot 11, the three IACs to slots 12 through 14, and the printer controller
board to slot 15. Figure 5-1 shows the slot assignments for this configuration.

In taking the above approach of placing the ISC/2 in slot 11, we are leaving two slots
open to allow the addition of a couple of BMC type controllers at some future time.
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Main Chassis

20

19

18

17

16

Printer Controller 15
IAC/24 14
IAC/24 13
1AC/24 12
1ISC/2 11

9
Tape Controlier 8

Disk Controller 7
Space Required by Memory 6
5

4

System Board

Power Supply

INT-00684

Figure 5-1 Example 1: Slot Assignments

Configuring Battery Backup

To protect against power interruptions, we decide to configure a battery backup unit.
We can select from either a BBU that supports one chassis or a BBU that supports
two chassis (the main chassis and an expansion chassis). Since we can upgrade the
BBU when we add an expansion chassis, we decide to go with the single—chassis
model BBU (8746-A) at this time.

Checking Power Requirements

For determining the power requirements of the boards in our configuration, we first
add the current draws of all the boards. For this we use the worksheets in Appendix
B, filling in the current draw values for each controller, taking care that the +5 volt
values are entered under the correct reed relay slot groupings (for controller current
values, refer to Table A-2 in Appendix A). Note that on the worksheet, we crossed
out the BBU model not being used.

To check that we are not exceeding the overall power rating of the system we must
calculate the total power draw in watts. To calculate watts, we multiply the voltage
value by the current value (in amperes). On our worksheet, we add the -5 volt and
+5 volt currents and then multiply by 5 to give the total 5-volt power in watts.
Similarly, we add the +12 volt current draws and multiply by 12 to give the total
12-volt power in watts. We then add the 5-volt and 12-volt watt totals to obtain the
total number of watts required by our system. We then must compare this value, the
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total power requirement, against the total power available value (in our case 596 watts,
as we are using a BBU).

Figure 5-2 shows the completed worksheet. By comparing the total required power
draw (350.6 watts) against the listed power available when using a BBU (596 watts)
we can see that our configuration is within the power specifications for the main
system chassis.

Checking Operating System Restrictions

As previously stated, we elect to use the AOS/VS II operating system. Checking our
1/0 board set against Table A-3 in Appendix A, we see that we do not exceed any of
the AOS/VS II operating system restrictions.

Checking Site and Environment

Following the recommendation given in Chapter 4, we discuss our planned system
configuration with our Data General field service representative to determine if there is
any problem in respect to site and operating environment.
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Computer Chassis Power Calculation Worksheet

Current Draw (A)
Slot Device 5V
Reecll Relay lGroup Used +12V| -5V
1 v 3 ¢ 4 2
Computer Chassis Boards: : :
5 System board with 1 memory module 12.4 ' 0.25] 0.1
Each added memory module, add 0.4 —>| _0.4 . X
6 | Siot not available . :
7 6238-B disk drive controller 13.9 E E D
8 | 6300 tape drive controller 7.3 , . N
9 ; : SN B
10 : X I
1 4380 ISC/2 E E _4.20 .260( _0.12
12 4622 1AC/24 X , 6.66 | 0.178
13 | 4622 IAC/24 . _6.66, 178
14 | 4622 IAC/24 .. 6.66 0.178|
15 4393 DCH printer controller E _3.00 E I
16 U -
17 : e N
18 : v S
19 o — — | —
20 . N - | —
Miscellaneous: ! '
8746-A BBU (computer chassis only) 2.8 , : 1.1
BB D meraprter—t e e St b6 Pl
/O bus terminators 1.0
Current Draw Limits: Total
Groups
1, 3,4
Total current required 54.12€«—= 36.8 +16.32+_1.0 |10.86 2.144 | _0.22
Total current available (A) 120.0 50 50 50 22 5.5 2.3
Power Calculations (watts = V x A): Watts
Total 5 V power required = total of +5 and -5 V currents: 65.0 x 5 =325.0
Total 12 V power required = total of +12 V current: 2,144 x 12 =_25.7
Total power required (sum of 5 and 12 V power totals) =350.7 *
Total power available with BBU: = 596
Total power available without BBU: = 655 INT—02142

* Compare total power required with appropriate power available value.

Figure 5-2 Example 1: Power Calculations
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Example 2: Expanding an Existing System

In this example we are planning an expansion to the system that we configured in
example 1. We want to add another 500-Mbyte disk drive, another high-speed tape
drive, voice/mail capabilities, another data channel printer, connection to a local area
network (LAN), connection to a network bus system, connection to a StarLAN, and
an increase in the number of user terminals from 60 to 120. In planning this
expansion, we use the same step-by-step approach we used in example 1.

Determining What We Need

The first step is to determine what additional items we need, using the approach
outlined in Chapter 4. We perform that task as follows:

1. First we decide what we want for peripherals, based on the projected number of
users, the applications being used, and the physical distribution of the users.

2. From the peripheral requirements, we determine what we need for 1/O controller
boards.

3. Normally, at this step in our planning, we would select what operating system we
want to use. Since we already have an operating system, we ignore this step.

4. Based on the applications we will be running, the number of users on the system,
and the peripherals we want, we determine how much memory is needed.

Determining System Peripherals
In assessing what peripherals we want to add, we decide on the following:

® One LAN controller.

® One IRC controller.

® One additional ISC/2 controller.

® 60 additional user terminals.

® One additional 600-Mbyte R.A.M.S. disk drive (to support the additional users).
® One additional tape drive (to provide additional disk backup capabilities).

® One laser printer.

® Three additional DCH line printers (to support the additional users).

Determining I/0 Controllers

From the list above, we calculate how many additional IAC boards it will take to
support the additional 60 terminals. We will connect the additional disk and tape
drives to our current controllers (the current controllers will handle eight disk drives
and four tape drives). Since the DCH printer controller supports one printer, three
printer controllers are needed. The ILC, IRC, and ISC/2 each require a controller.
Table 5-2 lists the I/O controller boards that we have selected to add and their 1/O
types. These controllers are all single-board controllers, requiring one slot per
controller.
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Table 5-2 Example 2: Additional /O Controllers

Quantity Controller Type of 1/10
3 4622 |AC/24s (RS-422) data channel
1 4532-A Intelligent LAN controller (ILC) data channel
1 4380 Intelligent synchronous controller (ISC/2) data channel
3 4393 DCH line printer controllers data channel
1 4630 Intelligent ring controller (IRC) data channel

From the controller listing in Table 5-2, we see that nine additional controllers are
needed. Since each controller uses one 1/O slot, we need nine additional I/O slots to
accommodate our expansion. In checking to see how many unused 1/O slots we have
available, we find that there are seven unused slots in the main system chassis, so we
need two additional slots to accommodate the new controllers. We can gain slots in
two ways: we can change our disk and tape subsystems to the combined storage
subsystems (CSS) type, thus one controller can handle both the disks and tape drives;
or we can connect an ECLIPSE expansion chassis to the internal 1/O channel. We
choose to go with the expansion chassis, as we may need to add more controllers at
some later date.

To connect the expansion chassis, we need to add a bus repeater board in the main
system chassis, displacing one I/O controller from the main system chassis and creating
the need for another 1/0 slot to accommodate our expansion. Thus a total of 10
additional I/O slots are required.

Determining the Operating System

Since we will continue with the AOS/VS II operating system, this step doesn’t apply in
our expansion.

Determining Memory Size

Since we are significantly increasing the number of users, we also need to expand the
size of memory. As advised in Chapter 4, we consult with our Data General sales
representative to determine how much memory we need to add. From this
consultation we determine that we should add another 16-Mbytes. We can add
memory capacity either by adding a 32-Mbyte memory module (giving 16 Mbytes of
extra capacity for future expansion) or by installing two additional 8-Mbyte memory
modules (the system board has connnections for up to four modules of either
8-Mbyte or 32-Mbyte capacity, or any mix thereof).

Configuring Memory

For the additional 16 Mbytes of memory, we choose to add two more 8-Mbyte
modules. Again, the memory modules do not require any jumper or switch
configuring.

Configuring System 1/O

Now that we have determined the number and type of I/O controllers, and the
amount of memory, we are ready to allocate controllers in the main system chassis
and the expansion chassis, according to the requirements of the individual controllers.
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Allocating Slots

The allocation of I/0O slots requires that we know the number and type of boards we
are adding. In our example, we have already determined that our configuration
requires nine additional 1/O controller boards. All use the standard data channel
interface. We also determined that we need a bus repeater board. Therefore,
allocation consists of determining in which slots the added boards should be installed
for optimal system operation. In our case, since we are adding another chassis, we are
going to reconfigure the existing slot assignments also.

We configure the main system chassis first. Again, we consult Table A-1 (Appendix
A) to determine the priority ordering for the controllers. We start by reassigning the
ISC/2s to slots 9 and 10 and assigning the IAC/24s to slots 11 through 16. Then we
reassign the printer controllers to slots 17 through 19. The bus repeater board for
connecting the expansion chassis goes in slot 20.

The expansion chassis is easy to configure. We assign the remaining controllers, the
ILC and IRC to slots 6 and 7. The remaining 12 slots of the chassis are available for
future expansion.

In assigning slots, we have attempted to distribute the I/O loading according to the
priority indicated in Table A-1, Appendix A. Figure 5-3 shows our slot assignments
for this configuration.

If necessary, after observing system operation, we can adjust assignments to further
equalize the loading, moving some controllers downward in the priority chain and
others upward. Also, if at some future time we need to configure some higher priority
controllers into the system, we can move some of the controllers from the main
system chassis into the expansion chassis.
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Main Chassis Expansion Chassis
Bus Repeater 20 I/O Bus Terminators 20
Printer Controller 19 19
Printer Controller 18 18
Printer Controller 17 17
IAC/24 16 16
IAC/24 15 15
IAC/24 14 14
IAC/24 13 13
IAC/24 12 12
IAC/24 11 11
ISC/2 10 10
ISC/2 9 9
Tape Controller 8 8
Disk Controller 7 IRC 7
Spacc Required by Memory 6 ILC 6
System Board 5 Load Board 5
4 4

Power Supply ' Power Supply

1 1

INT-00684

Figure 5-3 Example 2: Slot Assignments

Configuring Battery Backup

Since we have added an expansion chassis to our system configuration, we have to
decide how we want to provide backup power support. We can either add a single
chassis BBU to the expansion chassis or we can upgrade the BBU on the computer
chassis to handle both chassis. We elect to change from our existing BBU, a model
8746-A, to a model 8745-A BBU, capable of handling both chassis.

Checking Power Requirements

For determining the power requirements of our expanded configuration, we again use
the worksheets, as we did in example 1. Figures 5-4 and 5-5 show our worksheets for
example 2. Note that we crossed out the BBU on the worksheet for the expansion
chassis, since we changed the BBU on the computer chassis to handle both chassis.
Again, on the computer chassis worksheet, we crossed out the BBU model not being
used.

In looking at the worksheets and comparing the total required current and power draw
sums against the listed available values, we can see that our configuration is within the
current and power specifications for both the computer chassis and the expansion
chassis.
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Computer Chassis Power Calculation Worksheet

Current Draw (A)
Slot Device +5V
Reecf Relay1Group Used +12V| -5V
1« 3 .« 4 2
Computer Chassis Boards: ! :
5 System board with 1 memory module 12.4 X 0.25 0.1
Each added memory module, add 0.4 —>| _ 1.2 | X
6 | Slot not available I :
7 6238-B disk drive controller 13.9 E E N I,
8 6300 tape drive controller 7.3 " X S I
9 | 4380 Isc/2 42 ! : 0.260| _0.12
10 | 4380 Iscr2 42 . ; 0.260| _0.12
1 4622 IAC/24 : : _6.66 178
12 4622 |AC/24 E ; _6.66) 0.1781
13 | 4622 1AC/24 ! _6.66 ! 0.178]
14 | 4622 IAC/24 . _6.66, 0.178
15 | 4622 1AC/24 . _6.66. o178
16 4622 |AC/24 E_LQQE 0178}
17 | 43 CH printer controller X . _3.00 |
18 4393 DCH printer controller : . _3.00] _ | —_—
19 | 4393 DCH printer controller : \ _3.00] I D
20 8706-N Bus Repeater E E 1,05 S
Miscellaneous: E E
Al i B OO PP I =000 IO~SRy Bt - et
8745-A BBU (computer, expans. chassis)| 5.6 : : 2.0
1/0 bus terminators : ! 1.0
Current Draw Limits: Total
Groups
1,3, 4
Total current required 86.57 «—— = 48.8 +26.64+ 11.05 | _13.32 | _3.838| _0.34
Total current available (A) 120.0 50 50 50 22 5.5 2.3
Power Calculations (watts = V x A): Watts
Total 5 V power required = total of +5 and -5 V currents: 99,9 x 5 = 499.5
Total 12 V power required = total of +12 V current: _3.84 x 12 =_46.1
Total power required (sum of 5 and 12 V power totals) =545.6 *
Total power available with BBU: = 596
Total power available without BBU: = 655 INT—02142

* Compare total power required with appropriate power available value.

Figure 5-4 Example 2: Main Chassis Worksheet
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Expansion Chassis Power Calculation Worksheet

Current Draw (A)
Slot Devices +5V
Reed Relay Group Used +12V | -5V
1 v 2, 3 . 4 v 5
Expansion Chassis Boards: X j : '
5 Load board 6.0 ‘;'E E E E
6 4532-A ILC 7.04 | X X X 0625
7 | 4630 IRC ,_6.0 . ) l 0.200f
8 S ; I I
0 | ——
10 ! P—_ ! _—
11 I S : N I
12 ; VL : I
13 = | —|—
14 A — — | —
15 ! ! D | —
16 : ; N S D
v R
18 o
19 1 ! I :
20 1/0 bus terminators (slot not available) : : : : 1.0
Miscellaneous: E E E E
Srde—Bottery-Baokup=tmit-Hii-used) Pl ’ ) ’ ’ et
Current Draw Limits: +5 V Total (Groups 1-5)
Total current required 2004 «— = 13.04 +_6.0 + + +_1.0 | 0.825
Total current available (A) 120.0 § 50 50 50 50 50 12.5 3.0§
Power Calculations (Watts = V x A): Watts
Total 5 V power required = total of +5 and -5 V currents: 20.04 x 5 =100.2
Total 12 V power required = total of +12 V current: _.825 x 12 =_989
Total power required (sum of 5 and 12 V power totals) =110.1*
Total power available with BBU: = 545
Total power available without BBU: = 5§97 INT—02141

* Compare total power required with appropriate power available value.

10 A if configured for -5 V boost.

100 A under some load conditions; contact your field service representative if exceeding 100 A.
6A if load board is configured for -5 V boost.

W Ak b

Figure 5-6 Example 2: Expansion Chassis Worksheet
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Checking Operating System Restrictions

As previously stated, we are using the AOS/VS II operating system. Checking our 1/0
board set against the Table A-3 in Appendix A, we see that we do not exceed any of
the AOS/VS II operating system restrictions.

Checking Site and Environment

Foliowing the recommendation given in Chapter 4, we discuss our planned system
configuration with our Data General field service representative to determine if there is
any problem in respect to site and operating environment.

End of Chapter
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Appendix A

I/O Configuration Data

Tables A-1 through A-3 list the priority ordering according to I/O latencies, current
draw specifications, and operating system restrictions for ECLIPSE I/O controliers.

For more detailed description of a specific controller, refer to Chapter 3.

Table A-1 Priority Ordering of 1/0 Controllers by I/O Latencies

Priority (Relative)

Controller

Highest

Lowest

ArrayPlus™ 2000

A/D or D/A

Non-BMC tape drive controller

Buffered card reader controlier
BSI/1. BSI/4,

DCU 200

MCP-1, IAM/16

ISC/2*

IAC/8, IAC/16, IAC/24, ITC/128
CPI/24

NBS

MCA

VMC/2

Printer controlier

ILC, IBC, IDC, IRC

|IEEE-488

GDC

* The ISC/2 has the potential for using a large portion of the
data channel bandwidth and effectively locking out devices of
lower priority. This may require that you lower the ISC in the
priority order. If you do, place the ISC just after the CPI/24.
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Table A-2 Current Draw for I/O Controllers

DGC Part Description Power Requirements (Amperes)
Number +5V +12V -5V
4040/4190 General purpose interface boards 1.00
4206 Multiprocessor communications adapter (MCA) 3.50
4244/4245 Data channel line printer controller 3.00
4254 Data Control Unit (DCU 200) 8.00
4306MV Buffered card reader controlier 1.50 0.100
* Medium-speed tape drive subsystem 6.60 0.125
* High-speed tape drive subsystem 7.30
4330 Analog-to-digital and digital-to-analog converters 5.20
4348 Bit synchronous interface, one-line (BSI/1) 2.80
4349 Bit synchronous interface, four-line (BSI/4) 4.00
4367-A Intelligent asynchronous controller, RS232/RS422(IAC 2/8) 8.64 0.215 0.100
4368 Intelligent asynchronous controller, RS232/20ma (IAC/16) 8.00 0.200 0.050
4368-A Intelligent asynchronous controller, RS422/20ma (IAC 2/16) 9.60 0.165
4369 Intelligent asynchronous controller, RS232/RS422 (IAC/8) 8.00 0.900 0.360
4370 intelligent asynchronous controller, RS232/20ma (IAC/16) 8.80 0.200 0.290
4370-A Intelligent asynchronous controller, R§422/20ma (IAC/16) 9.60 0.165
4380 Intelligent synchronous controller (ISC/2) 4.20 0.260 0.120
4398 Computer-PBX Interface (CPI/24) 8.17 0.205 0.030
4425 LLaser document printer controlier 3.00
4460 Network bus system controller (NBS) 5.20
4517-A IEEE-488 bus interface 2.25
4532-A Intelligent LAN controller(ILC) 7.04 0.625
4543 Multicommunications processor (MCP-1) 9.53 0.310 0.105
4550 Voice mail controlier, two-line (VMC/2) 6.07 0.190 0.050
4555 Intelligent broadband LAN controller (IBC) 7.90 0.850
4581 Intelligent StarlLAN controller (IDC) 7.14 0.160
4586 Intelligent TermController (ITC/128) 13.55 0.500
4622/23 Intelligent asysnchronous controller, RS232/RS422 (IAC/24) 6.66 0.178
4624/25 intelligent asynchronous controlier, RS232/RS422 (IAC/8) 3.83 0.173
4630 intelligent ring controller 6.00 0.200
5070-D Optical disk controller 8.70
5520-A ArrayPlus™ 2000 array processor 20.00
5916 Intelligent asynchronous multiplexor (AiM) 7.00 0.300 0.100
6238-B High-speed disk drive controller 13.90
6299/6300 Streaming tape drive subsystem 7.30
6580 R.A.M.S. disk drive controller 9.40
6433 Combined storage subsystem host adaptor, disk/tape 9.63 0.310
6433 Rugged removabile disk drive controlier 9.63 0.310
6434 727-Mbyte disk drive host adaptor 10.00
6435 Combined storage subsystem host adaptor, tape only 9.00
8810 GDC/1000 graphics display controller (2 boards) 30.20
8812 Expansion memory for 8810 multihead 15.20
8812-A Expansion memory for 8810 double buffer/overlay 15.20
8812-B Dual expansion memory for 8810

double buffer/overlay (2 boards) 30.40
8812-M Expansion memory for 8810

24-bit graphic system (2 boards) 30.40
8824 GDC/2400 graphics display controlier (4 boards) 60.60
8706-N Bus repeater 1.05
80021/22 ECLIPSE channel processor {(MRC interface) 15.00
* See Table 3-5 in Chapter 3.
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Table A-3 Operating System Limits on 1/O Controllers*

I1/O Configuration Data

Model No. Controller AOS/VS AOS/VS 1l AOS/RT32
4040/4190 General purpose interface boards user } user i user i
4206 Multiprocessor communications adapter (MCA) 2 2 per channel ¥ 2
4244/4245 Data channel line printer controlier 8 No limit 8
4307 Medium-speed tape drive subsystem 4 No limit 2
4306MV Buffered card reader controller 2 user i user %
4348 Bit synchronous interface, one-line (BSI/1) 16 16 user %
4349 Bit synchronous interface. four-line (BSl/4) 4 4 user i
4367-A Intelligent asynchronous controller, RS232/RS422 (IAC/8) 64 Line limited § 64
4368 Intelligent asynchronous controller, RS232/20ma (IAC/16) 64 Line limited § 64
4368-A Intelligent asynchronous controller, RS422/20ma (IAC/16) 64 Line limited § 64
4369-A Intelligent asynchronous controller, RS232/RS422 (IAC/8) 64 Line limited § 64
4370 Intelligent asynchronous controller, RS232/20ma (IAC/16) 64 Line limited § 64
4370-A Intelligent asynchronous controller, RS422/20ma (IAC/16) 64 Line limited § 64
4380 Intelligent synchronous controller (1ISC/2) 16 16 user ¥
4398 Computer-PBX interface (CPI/24) 16 Line limited § user %
4425 Laser document printer controller 8 No limit 8
4460 Network bus system controller (NBS) 29 2 % 2 %
4517-A |IEEE-488 bus interface user % user ¥ user }
4532-A Intelligent LAN controller(iLC) 4 9 419 4 i
4550 Voice mail controller, two-line (VMC/2) 29 2 9 user %
4555 Intelligent broadband LAN controller (IBC) 4 % 419 4 9
4581 Intelligent StarLAN controller(IDC) 4 9 49 4 %
4586 Intelligent TermControiler (ITC/128) 16 Line limited § user ¥
4622/23 Intelligent asynchronous controller, RS232/RS422 (IAC/24) 64 Line limited § 64
4624/25 Intelligent asynchronous controller, RS232/RS422 (IAC/8) 64 Line limited § 64
4630 Intelligent ring controller (IRC) 4 9 49 4 9
5070 Optical disk controller 49 49 4 9
5520 ArrayPlus™ 2000 array processor user % user useri
5916 Intelligent asynchronous multiplexor (IAM/16) 8 Line limited § 8
6026 High-speed tape drive subsystem 4 No limit 2
6238-B High-speed disk drive controllier 8 No fimit 16
6299/6300 Streaming tape drive subsystem 4 No limit 4
6433 CSS/rugged removable host adaptor, disk/tape 8 No limit 8
6434 727-Mbyte disk drive host adaptor 8 No limit 8
6435 Combined storage subsystem (CSS) host adaptor, tape only 8 No limit 8
6580 R.A.M.S. disk drive controller 8 No limit 8
8810 GDC/1000 graphics display controller (2 boards) 1 1 1
8824 GDC/2400 graphics display controller (4 boards) 1 1 1
* Hardware limitation: BMC controllers can not exceed 8 per ECLIPSE channel
+ Hardware limitation: 2 per ECLIPSE channel.
+ User must supply the OS/driver interface (via ?IDEF system call).
§ Controllers are not limited. However, total number of asynchronous lines must not exceed 1360 excluding PCs
(AOS/VS Il Rev. 1.10 ).
§ Software is extra, e.g. ILC drivers come with XTS or TCP/IP.

End of Appendix
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Appendix B
The Forms You Use

This appendix contains two formatted worksheets, one for each type of chassis that
you can configure. Use these worksheets to help you configure within the available
power limits of the chassis. First, make copies of the worksheets, and then use the
copies to calculate your configuration.

The following steps tell you how to use the worksheets.

1.

Enter all the boards that you are configuring into the column under the heading
Devices. Make sure that each board is entered at the appropriate slot number.
Note that system boards and BBU models have already been entered for you.

. Refer to Table A-2 in Appendix A and fill in the current draw values for each

board, taking care to enter the information into the appropriate voltage columns.
Observe that the +5 V entry is subdivided into power groupings, according to the
reed relays that protect the slots against current overload. Note that you need to
cross out BBUs that are not being used.

. Add each column’s entrys and enter the sum at the bottom on the line. Add the

+5 V group totals and enter that sum to the left of the arrow on the same line.

. Compare the Total current required value for each reed relay group with the

values immediately below on the Total current available line. If all the required
values do not exceed the total available values, then your configuration is within the
current draw specifications for the reed relay groups. However, if any of the
required values do exceed the current available values, then you must move some
of the controller boards around until you have a configuration that satisfies both
current draw limits and the other configuration concerns.

. Compare the Total current required value for the +5 V (value to left of arrow),

+12 V, and -5 V with the values immediately below on the Total current
available line. If the total required values do not exceed the total available values,
your configuration is within the current draw specifications for the chassis.
However, if any of the required values exceed the current available values, then
you must add an I/O expansion chassis to your system.

NOTE: When using the computer chassis worksheet, note that the +5 V cufrent

draw total for group 2 must not be included in the total at left of the arrow.

6. To check that you are not exceeding the overall power rating of the chassis you

must calculate the total power draw in watts. To calculate watts, multiply the
voltage value by the current value (in amperes). On the worksheet, you add the

-5 and +5 volt currents, and then multiply by 5 to give the total 5-volt power in
watts. Similarly, add the +12 volt current draws and multiply by 12 to give the total
12-volt power in watts. Then add the 5-volt and 12-volt watt totals to obtain the
total number of watts required by your system. You must then compare the total
power requirement against the appropriate total power available value, selecting the
value with or without BBU, as your case may be. Your configuration must not
exceed the total available power specifications for the chassis.
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The Forms You Use

Computer Chassis Power Calculation Worksheet

Current Draw (A)
Slot Device +5V
Reed Relay Group Used +12 V| -5V
1 - 2
Computer Chassis Boards: : :
5 System board with 1 memory module 12.4 E E 0.25 0.1
Each added memory module, add 0.4 -——->[ __ | '
6 Slot not available X :
, S |
o o N
9 1 1 _ | —
10 : . | —
1 I i _ -
12 E E —_— -
13 " -
14 e S
15 . |
16 T N
17 : P — _ | —
18 I D - |
19 : D S D
20 o N
Miscellaneous: E E
8746-A BBU (computer chassis only) 2.8 : : 1.1
8745-A BBU (computer, expans. chassis)| 5.6 ' ' 2.0
/O bus terminators ) v 1.0
L .
Current Draw Limits: Total,
Groups
1,3, 4 «—
Total current required = + +
Total current available (A) 120.0 50 50 50 22 5.5 2.3
Power Calculations (watts = V x A): Watts
Total 5 V power required = total of +5 and -5 V currents: x5 =
Total 12 V power required = total of +12 V current: x 12 =_
Total power required (sum of 5 and 12 V power totals) =_ _*
Total power available with BBU: = 586
Total power available without BBU: = 665 INT-02142
* Compare total power required with appropriate power available value.
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The Forms You Use

Expansion Chassis Power Calculation Worksheet

Current Draw (A)
Siot Devices 5V
Peed R?lay Gr?up Useld +12 V]| -5V
1 + 2 « 3 + 4 . 5
Expansion Chassis Boards: : : : :
5 Load board 6.0 %, X ' '
6 l ! : I R
7 o : I I
8 C . : N
: =
10 ! S 1 N
11 Z P I R
12 l C : N
: S R D
14 : I b — R
15 . : o S D
: S PR R N
7 I l Z !
18 L
19 I : : I
20 1/0 bus terminators (slot not available) E E E E 1.0
Miscellaneous: : : : !
8746 Battery Backup Unit (if used) 2.8 E 5 E E 1.1
Current Draw Limits: +5 V Total (Groups 1-5)
Total current required €« = + + + +
Total current available (A) 120.0 % 50 50 50 50 50 12.5 3.0§
Power Calculations (Watts = V x A): Watts
Total 5 V power required = total of +5 and -5 V currents: x5 =
Total 12 V power required = total of +12 V current x 12 =__
Total power required (sum of 5 and 12 V power totals) =__ *
Total power available with BBU: = 545
Total power available without BBU: = 597 INT—02141
* Compare total power required with appropriate power available value.
%+ 10 A if configured for -5 V boost.
¥ 100 A under some load conditions; contact your field service representative if exceeding 100 A.
§ 6A if load board is configured for -5 V boost.
End of Appendix
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Appendix C

ECLIPSE I/O Expansion Chassis

The ECLIPSE I/O expansion chassis provides an extension to the data channel on an
individual ECLIPSE I/O channel. It connects to a bus repeater board in the main
chassis via an external I/O cable. The expansion chassis is a self-contained
rack-mounted unit, installed within a separate peripheral cabinet. It has its own power
supply, backplane, cooling fans, and peripheral device connector panel. There are 20
slots on the backplane, 6 of which are taken up by a power supply, a load board, and
an I/O bus terminator. The remaining 14 slots, numbered 6 through 19, are available
for data channel (DCH) I/O controllers. Backup power is normally configured from
the host chassis BBU, or you can connect a BBU directly to the expansion chassis.
Figure C-1 shows the location of various assemblies comprising the expansion chassis.
The ECLIPSE 1/O expansion chassis consists of the following components:

® Chassis

® backplane

® Chassis connector panel

® Front control panel and fan assembly
® Power supply and distribution system
® [oad board configuration

® Chassis slot assignments

backplane Interconnect Assemblies 1/0 Bus Terminators

VNR Unit

Bus Termination Voltage
Selection Plug =

Chassis Connector Panel Backplane

INT-02149

Figure C-1 Expansion Chassis Internal Rear View
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ECLIPSE I/O Expansion Chassis

Chassis Description

Tables C-1 and C-2 list the physical and environmental specifications of the
expansion chassis.

Table C-1 Expansion Chassis Physical Specifications

item Dimension Metric Equivaient
Height 10.48 in. 26.6 cm
Width 19.00 in. 48.3 cm
Depth 27.54 in. 70.0 cm
Weight (empty) 67.51b 30.6 kg
Weight (fully loaded*) 102.5 Ib 46.5 kg

* Includes 14 1/O controller boards

Table C-2 Expansion Chassis Environmental Specifications

Item Specification Metric Equivalent

Operating environment

Temperature range 32 to 131°F 0 to 55°C
Relative humidity range 10 to 90%
Altitude range -1000 to 8000 ft -305 to 2438 m

Storage environment

Temperature range -20 to 149°F -40 to 65°C
Relative humidity range 10 to 90%
Altitude range 0 to 25,000 ft 0to 7620 m

Backplane Description

The expansion chassis has its own backplane printed circuit board with connectors for
the load board and other 1/O controller boards. Sheet metal guide slots guide the
boards into the backplane connectors. The I/O and load boards, as well as the
plug-in power supply, go into the appropriate slots from the front of the chassis. You
can access these slots by first removing the plastic front panel attached to the cabinet,
and then removing the front radio frequency interference shield.

The interior surface of the backplane PC board contains thirty-three 100-pin
connectors. The A and B connectors of the I/O controllers, load, and power supply
PC boards plug into these connectors. The pins of all these connectors are brought
through the backplane to the exterior. Some pins hold internal cable connectors, while
others are available as test points.

The expansion chassis backplane contains two backplane interconnection assemblies.
These press onto the pins of slots 12 and 13, linking the two portions of the
backplane. These interconnection assemblies are factory installed on the standard
expansion chassis.

Two 1/O bus terminators (one for the A side and one for the B side) provide 1/0 bus
termination for the backplane. Both the A and B terminators press onto the
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ECLIPSE 1/0 Expansion Chassis

backplane pins of slot 20. The I/O bus terminators are factory installed with the
standard expansion chassis. (See Figure C-1.)

A bus termination voltage selection plug on J36 of the backplane allows voltage either
from the main chassis or the expansion chassis to power the 1/O bus terminators.

The I/O bus is carried from the main computer chassis backplane to the expansion
chassis via

® An internal cable assembly from the main subsystem chassis backplane pins of the
slot containing the bus repeater to the main chassis connector panel.

® External cables between the main subsystem and expansion chassis connector
panels.

® An internal cable from the expansion chassis connector panel to the expansion
chassis backplane pins of slot 5.

Expansion chassis interconnections on the I/0 bus are made via the backplane
etching. Internal device cables plugged onto the backplane pins that contact the A and
B connectors of the expansion chassis PC boards make the connections to external
I/0 devices. These connections are brought out to the connector panel located at the
rear of the chassis.

Chassis Connector Panel

I/0 cabling exits from the rear of the expansion chassis via the chassis connector
panel. This chassis connector panel supports as many as thirty-six 25—, 37-, or 50—pin
sub-D connectors. The 37- and 50-pin connectors fit in the openings provided, while
the 25-pin connectors first mount to an adapter plate. Any unused openings are
covered by removable cover plates.

Standard length internal I/O cables, with connectors that push onto backplane pins at
one end and a sub-D connector at the other end, bring the 1/O signals from the
backplane connection pins to the chassis connector panel. These internal cables are
attached to the side of the chassis and allow the chassis connector panel to hinge
open for servicing. As Figure C-2 shows, the device cables from all peripherals plug
directly into the sub-D connectors at the chassis connector panel.
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ECLIPSE 1/0 Expansion Chassis
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Peripheral Device Cables

INT-02150

Figure C-2 Peripheral Device Cables

Front Control Panel and Fan Assembly

The fan assembly includes four fans and a front control panel assembly. The fan
assembly resides on the left side of the chassis and slides into the chassis from the

front.

The fans draw air from outside the chassis and force air through the chassis.

Figure C-3 shows a front view of the expansion chassis, including the location of the
fan and front control panel assembly.

Indicator

Lights ™~

el
ON

-
BATT

Front Control
Panel

Fan Assembly

Power Supply
Circuit Board

INT-02151

Figure C-3 Expansion Chassis Front View

The front control panel PC board assembly mounts behind the front of the fan

assembly frame. As Figure C-3 shows, the front control panel of the expansion chassis
consists of two indicator lights: ON and BATT. The ON light illuminates when the
expansion chassis is powered up and the power supply voltages are within operating
specifications. The BATT light is on when the BBU is active.

Cc-4
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ECLIPSE 1/0 Expansion Chassis

Power Supply and Distribution System

The power supply and distribution system consists of a voltage-nonregulated (VNR)
unit, which hinge-mounts vertically on the rear of the chassis, and a power supply PC
board, which inserts into slots 1 through 4 of the chassis. A power cord, which plugs
into a connector located on the back of the VNR unit, supplies ac power to the VNR
unit.

The VNR unit converts power from the ac supply line into nonregulated dc power,
which it supplies to the power supply board via the internal power cable assembly.
This internal power cable assembly also

® Carries ac power from the VSR unit to the fan assembly.

e Connects the ON indicator light to the backplane via an internal cable in the fan
assembly.

® Connects the ac power to the VNR unit remotely, via an internal power cable
assembly in the fan assembly and a low voltage relay contained on the front control
panel PCB.

A relay on the front control panel PC board allows the main chassis to control the
expansion chassis during powerup procedures. In other words, to power up or power
down the expansion chassis, you only need to powet up or power down the main
chassis.

Table C-3 lists the ac power input requirements of the expansion chassis.

Table C-3 Expansion Chassis AC Power Requirements

Item Specification
Domestic

Voltage 120V -15% +10%

Frequency 60 Hz

Japan

Current (max)
Startup surge (max)

Voltage

Frequency

Current (max)
Startup surge (max)

Other export

Voltage
Frequency
Current (max)

Startup surge {max)

14.1 A (120V -15%)
17 A for 350 ms

100V +/- 10%

50 or 60 Hz

15.6 A (100V -10%)
14 A for 350 ms

220/240 V -15% +10%
50 Hz

7.7 A,(220V -15%),
7.1 A (240V -15%)

34 A for 100 ms

The power supply PC board converts the nonregulated high-voltage dc power from the
VNR unit to the low dc voltages required by the system. These low dc voltages are
regulated by the power supply PC board and supplied to the remainder of the chassis
via the etching on the backplane.
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ECLif'SE 1/O Expansion Chassis

Table C-4 lists the voltage output specifications of the expansion chassis supplies.

Table C-4 Expansion Chassis Voltage Output Specifications

Supply (V) Output (A)
+5 120.0*
+12 12.5
-5 3.0*

* Under certain loading of the +12 V and -5 V outputs, the +5 V
rating should not exceed a maximum of 100 A. Check first with
your Data General service representative before loading +5 V above
100 A.The load board also has the potential. when configured for
-5 V boost. to supply an additional 3 A of -5 V, for a total -5 V
rating of 6 A.

Load Board Configuration

The -5 volt load board in slot 5 comes with every expansion chassis and is required
whenever power is applied to the chassis. The load board is configured as a 6 ampere
load on the power supply’s +5 volt output, but may be reconfigured to supply an
additional 3 amperes of current on the -5 volt output should the controller board
configuration require additional -5 volt current. Note that when supplying the
additional 3 amperes of -5 volt current, the load board draws 10 amperes of +5 volt
current.

Chassis Slot Assignments

Figure C—4 shows the chassis slot assignments. Essentially, there are 20 slots total, but
the first 5 slots are used by the power supply and load board. Slot 20 is used for I/O

bus terminators. The remaining 14 slots, numbered 6 through 19, are available for I/O
controllers.

The allocation of slots within the expansion chassis is relatively simple: all slots are of
the same type, slow data channel. The primary concern is to allocate according to
priority and latency requirements as previously outlined in Chapter 2. Power
considerations are based on the chassis’ own independent power supply.

The slots are grouped together for power distribution such that any grouping can
handle up to 50 amperes of +5 volt current. The groupings are show in Table C-5.

Table C-5 Slot Groupings According to Power

Group Slots

A 5,6

B 7,8

C 9,10,11,12
D 13,14,15,16
E 17,18,19,20
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ECLIPSE I/0 Expansion Chassis

If your configuration exceeds any of these limits you will have to redistribute some of
the boards, possibly requiring another expansion chassis. Remember this also means
you will need another bus repeater board in the main chassis.

Slot 20 is reserved for the I/O bus terminators on the backplane, which draw 1
ampere of +5 volt current. Table C-4 lists the expansion chassis current ratings for the
various power supply output voltages.

The expansion chassis can also have an external BBU providing the boards within the
chassis with power in the event of a power failure. BBUs come in two sizes: a full-size
BBU that is able to power two chassis under emergency conditions and a half-size
BBU that powers a single chassis. During normal recharge conditions, a full BBU
draws 5.6 amperes of +5 volt current and 2 amperes of +12 volt current; a half-size
BBU draws 2.8 amperes of +5 volt current and 1.1 ampere of +12 volt current. Under
a shared condition where two chassis are connected to a common BBU, the hosting
chassis generally provides the recharge power.

1/O Bus Terminators 20
1/0 Controller 19

1/0O Controller 18
17

1/O Controlier 7
1/0 Controlier 6
Load Board 5

Power Supply

INT-00218

Figure C-4 Expansion Chassis Slot Assignments

End of Appendix
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Index

A

Addresses, memory, 1-4
Allocating slots, 4-4, 5-3, 5-9
AOS/RT32, 4-3

AOS/VS, AOS/VS 11, 4-3
Architectural clock, 1-4, 1-6

Asynchronous controllers, 3-8

Backpanel (Backplane), C-2
Bandwidth, I/O channels, 4-2
Battery backup unit (BBU), 2-6
Bit-synchronous interface, 3-9
Buffered card reader controller, 3-14
Burst multiplex channel (BMC), 4-4

Bus
interface, IEEE-488, 3-9
repeaters, 3-14, 4-3, 4-4
system, 3-11
terminators, 4-4

C

Cabinet, 1-2

Calculating power, 4-7

Card reader controller, 3-14
Channel processor (MRC), 3-14

Chassis
main computer, 1-1
I/0 expansion, C-1
power—calculation worksheets, B-2

Checking system
available power, 5-4, 5-10
operating system restrictions, 4-8,
5-5, 5-13
site and environment, 4-9, 5-5, 5-13
Clocks
architectural, 1-4, 1-6

programmable interval timer (PIT),
1-6

014-001853

real time clock (RTC), 1-6
system, 1-6

Combined storage subsystems (CSS),
3-6

Communications controllers, 3-8

Communications networks
bit-synchronous interface, 3-9
intelligent TermController (ITC/128),
3-10

intelligent asynchronous controllers,
3-8

intelligent asynchronous multiplexor,

intelligent StarLAN controller (IDC),
3-10, 3-11

intelligent synchronous controller, 3-9

multiprocessor communications
adapter (MCA), 3-10

network bus system (NBS), 3-11

Computer chassis, 1-1
Configuration worksheets, 4-8, B-2

Configuring a system, 4-1
checking available power, 5-4, 5-10
checking operating system restrictions,

4-8, 5-5, 5-13
checking site and environment, 4-9,
5-5, 5-13

configuring system 1/O,
allocating slots, 4-4
determining number of slots, 4-4
determining priority, 4-5
data channel latency, 4-6
data channel request priority, 4-5
interrupt priority, 4-5
determining slot type, 4-4
distributing load, 4-6
determining what you need, 4-2
controller requirements, 4-3
determining peripheral requirements,
4-2
memory requirements, 4-3
operating system, 4-3
ECLIPSE 1/0O expansion chassis, 4-6
memory, 4-3, 5-3, 5-8
system /O, 4-4, 4-7, 5-3 through

5-10
Configuring an ECLIPSE I/O expansion
chassis, 4-6
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Index

Configuring summary
current draw for controllers, A-2
forms you use, B-1
operating system limits on controllers,
A-3
priority ordering of controllers, A-1

Controllers. See 1/0 controllers

Control unit, memory, 1-4

Cooling fan module, 1-3

CSS (combined storage subsystem), 3-6
Current draw, configuring, A-2, 4-7

Cycle time, memory, 1-5

D

Data channel
latency, 4-6
request priority, 4-5

Data control unit (DCU/200), 3-9

Determining what you need, 4-2, 5-1,
5-7
controller priority, 4-5
I/0 controllers, 4-3, 5-2, 5-7
I/O slot type, 4-4
memory, 4-3, 5-3
number of slots, 4-4
operating system, 4-3, 5-2, 5-8
power, 4-7
system peripherals, 4-2, 5-2, 5-7

Devices codes
codes, 4-8
I/O peripherals, 3-2

Diagnostic remote processor (DRP), 1-7
Disk controllers, 3-2 through 3-5
Distributing load, 4-6

Disk drive subsystems

727-Mbyte disk controller, 3-4

high-speed controller, 3-2

optical disk controller, 3-5

rapid access mass storage (R.A.M.S)
controller, 3-3

rugged removable disk subsystems
(RRDS) controller, 3-3

DRP (diagnostic remote processor), 1-7

index-2

E

ECLIPSE channel processor (MRC)
interface, 3-14

ECLIPSE 1/O controllers

combined storage subsystems (CSS),
3-6

communications, 3-8
disk controllers, 3-2, 3-5
graphic subsystems, 3-12
miscellaneous, 3-14
network controllers, 3-8
optical disk controller, 3-5
printer controllers, 3-13
tape controllers, 3-5
See also 1/0 controllers

ECLIPSE I/O expansion chassis, 4-6,
C-1
backpanel (backplane), C-2
chassis, C-2
connector panel, C-3
control panel, C-4
controller slots, C-6
fan assembly, C-4
load board, C-6
power supply, C-5
slot assignments (examples), 5-4, 5-9
specifications, C-2, C-6

Environment checking, 4-9

Error checking and correction (ERCC),
1-4
Example power calculations, 5-11,
5-12
Example slot assignments, 5-4, 5-6,
5-10

Examples
configuring a system,
configuring an initial system, 5-1
expanding an existing system, 5-7
power calculations, 5-11, 5-12
slot assignments, 5-4, 5-6, 5-10

Expansion chassis, 1/0, C-1
Expanding a system, 5-6

F

Fan assembly/module
expansion chassis, 4-6, C-1
main chassis, 1-3

Faults
power system, 2—4
UPSC, 2-5
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G

General purpose interface boards, 3-14

Graphic subsystems, 3-12

IDC (intelligent StarLAN controller),
3-10

I/0 controllers

buffered card reader, 3-14

bus repeaters, 3-14

combined storage subsystems (CSS),
3-1, 3-6

communications and networks, 3-1,
3-8

current draw listing, A-2

disk drives, 3-2 through 3-5

ECLIPSE channel processor (MRC)
interface, 3-14

general purpose interface boards, 3-14

graphic display subsystems, 3-12

laser document printer controller,
3-13

line printer controller, 3-13

miscellaneous I/O devices, 3-2

operating system limits, A-3

optical disks, 3-5

printers, 3-13

priority ordering by I/O latencies, A-1

tape drives, 3-5

See also ECLIPSE I/O controllers

t I/O expansion chassis, C-1
See also ECLIPSE 1/0 expansion
chassis

I/0 options, 3-1
IEEE-488 bus interface, 3-9
Installation, system in cabinet, 1-2

Intelligent controllers
asynchronous, 3-8
multiplexor, 3-8
StarLAN, 3-10
TermController, 3—-10

Interface boards. See 1/O controllers
Interrupt priority, 4-5
I0C, 1-6

ITC/128 (intelligent TermController,
3-10
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L

Laser printer controller, 3-13
Latency, data channel, 4-6
LINECLK signal, 2-6

Line printer controller, 3-13
Load board, C-6

Load distribution, 4-6

Logic cage, 1-2
slot organization, 1-3

M

MCA (multiprocessor communications
adapter), 3-10

MCU (memory control unit), 1-4

Memory
addressing, 1-4
configuring, 4-3, 5-3, 5-8
control unit (MCU), 1-4
cycle time, 1-5
modules, 1-5

microMV processor, 1-4
communications, 2-5

Modules
memory, 1-5
cooling fan, 1-3

Message based reliable channel interface
(MRC), 3-14

Multiplexor, asynchronous, 3-8

N

NBS (network bus system), 3-11
Network controllers, 3-8

Networks, communications. See
Communciations networks

0

Operating systems
AOS/RT32, 4-9
AOS/VS, 4-8
AOS/VS 11, 4-8
DG/RDOS, 4-9
restrictions, A-3, 4-8, 5-6, 5-12

Optical disk drives, 3-5

Index-3
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P

Performance, 4-2, 4-3

Peripherals. See 1/O controllers.
Physical description, 1-1

PIT (programmable interval timer), 1-6

Power
checking against available, 4-7, 5-4,
5-9
requirements, 4-7
Power supply, 1-3, 2-1
dc-to-dc regulator, 2-2
fault conditions, 2-4
margining ranges, 2-2
power—up sequence, 2-4
system signals, 2-6
Universal power supply controller
(UPSC), 2-2 through 2-5
VNR unit, 1-3
voltage ranges, 2-2

Printer controllers, 3-13

Priority
data channel latency, 4-6
data channel request, 4-5
interrupt, 4-5

Processor, remote diagnostic, 1-7
Programmable interval timer (PIT), 1-6
PWRFAIL signal, 2-4, 2-6

PWROK signal, 2-4, 2-6

R

Rapid access mass storage (R.A.M.S.)
controller, 3-3

Reed relays, 4-7
Real time clock (RTC), 1-6
Remote diagnostic processor (DRP), 1-7

Rugged removable disk subsystem
(RRDS) controller, 3-3

S

Signals
PWRFAIL, 2-4, 2-6
PWROK, 2-4, 2-6

Site checking, 4-9

Index-4

Slots
groupings, 4-8, C-6
organization of, 1-3
priorities, 4-5
types, 4-4

Slow data channel, 4-3

Specifications,
main system chassis, 1-7
I/O expansion chassis, C-2, C-6

StarLAN controller, 3-10

Storage subsystems
disk, 3-2 through 3-5
tape, 3-5 through 3-7

System
available power, 5-4
board organization, 1-5
bus, 1-7
cache, 1-6
clock, 1-6
configuring. See Configuring a System.
console terminal, 1-4
operating systems, 4-8, 5-5, 5-13
environment, 4-4, 5-5, 5-13
organization, 1-4
overview, 1-1
restrictions
environment, 4-9
memory, 4-3
operating system, A-3
peripherals, priority ordering, A-1
slots, 4-8
site, 4-4, 5-5, 5-13
specifications, 1-7

T

Tape controllers, 3-5 through 3-7

Tape drive subsystems

combined storage host adaptor,
disk/tape, 3-6

combined storage host adaptor, tape,
3-7

tri-mode tape controller, 3-5

medium-speed tape controller, 3-5

high-speed tape controller, 3-6

TermController, intelligent, 3-10
Time

cycle period, 1-5

ssytem clock, 1-6

U

Universal power supply controller
(UPSC), 1-3, 2-1 through 2-5
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Index

v w
Voltage nonregulated unit (VNR), 1-3, Worksheets, configuration, B-1
2.1 examples, 5-10, 5-11
main chassis, 5-6, 5-11, B-2
Voltage ranges, 2-2 I/0 expansion chassis, 5-12, B-3
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TO ORDER

1. An order can be placed with the TIPS group in two ways:
a) MAIL ORDER - Use the order form on the opposite page and fill in all requested information. Be sure to
include shipping charges and local sales tax. If applicable, write in your tax exempt number in the space

provided on the order form.

Send your order form with payment to:

Data General Corporation

ATTN: Educational Services/TIPS G155
4400 Computer Drive

Westboro, MA 01581-9973

b) TELEPHONE - Call TIPS at (508) 870-1600 for all orders that will be charged by credit card or paid for
by purchase orders over $50.00. Operators are available from 8:30 AM to 5:00 PM EST.

METHOD OF PAYMENT

2. As a customer, you have several payment options:
a) Purchase Order - Minimum of $50. If ordering by mail, a hard copy of the purchase order must

accompany order.

b) Check or Money Order - Make payable to Data General Corporation.
¢) Credit Card - A minimum order of $20 is required for Mastercard or Visa orders.

SHIPPING

3. To determine the charge for UPS shipping and handling, check the total quantity of units in your order and

refer to the following chart:
Total Quantity
1-4 Units
5-10 Units
11-40 Units
41-200 Units
Over 200 Units

Shipping & Handling Charge
$5.00
$8.00
$10.00
$30.00
$100.00

If overnight or second day shipment is desired, this information should be indicated on the order form. A
separate charge will be determined at time of shipment and added to your bill.

VOLUME DISCOUNTS

4. The TIPS discount schedule is based upon the total value of the order.

Order Amount
$1-$149.99
$150~-$499.99
Over $500

TERMS AND CONDITIONS

Discount
0%
10%
20%

5. Read the TIPS terms and conditions on the reverse side of the order form carefully. These must be adhered

to at all times.

DELIVERY

6. Allow at least two weeks for delivery.

RETURNS

7. Items ordered through the TIPS catalog may not be returned for credit.
8. Order discrepancies must be reported within 15 days of shipment date. Contact your TIPS Administrator at
(508) 870-1600 to notify the TIPS department of any problems.

INTERNATIONAL ORDERS

9. Customers outside of the United States must obtain documentation from their local Data General Subsidiary
or Representative. Any TIPS orders received by Data General U.S. Headquarters will be forwarded to the
appropriate DG Subsidiary or Representative for processing.







TIPS ORDER FORM

Mail To: Data General Corporation
Attn: Educational Services/TIPS G155
4400 Computer Drive
Westboro, MA 01581 - 9973

BILLTO: HIP TO: {No P.O. Boxes - Camplete Orly If Diffe
COMPANY NAME COMPANY NAME
ATTN: ATTN:
ADDRESS ADDRESS (NO PO BOXES)
CITY CITY
STATE ZIP STATE ZIP
Priority Code (See label on back of catalog)
Authorized Signature of Buyer Title Date Phone (Area Code) Ext.
(Agrees to terms & conditions on reverse side)
AT TSHIPPING & HANDLING | [ B] VOLUME DISCOUNTS ORDER TOTAL
O UPS ADD Order Amount Save Less Discount -
1-4 Items $ 5.00 $0 - $149.99 0% See B
5-10 Items $ 8.00 $150 - $499.99 105 | lax Exermpt# SUB TOTAL
11-40 Items $ 10.00 Over $500.00 20% or sales 1ax
(if applicable) Your local* +
41-200 ltems $ 30.00 sales tax
200+ ltems $100.00 Shipping and +
Check for faster delivery handling - See A
o s ideg 1o your pjined &t time of TOTAL - See C
0O UPS Blue Label (2 day shipping)
O Red Label (overnight shipping)

Cl, i CRAYMENT METHOD THANK YOU FOR YOUR ORDER
0 Purchase Order Attached ($50 minimum)
P.O. number is - (Include hardcopy P.O.) PRICES SUBJECT TO CHANGE WITHOUT PRIOR NOTICE.

0 Check or Money Order Enclosed PLEASE\‘ éL’Iié);/t/J SD\/SVE%\%(% ETOLTREIESLIVERY.

0 Visa 0O MasterCard ($20 minimum on credit cards) '

Account Number Expiration Date * Data General is required b%/ law to collect applicable sales or
use tax on all purchases shipped to states where DG maintains

l I | | J I l [ | l l l [ ] l I I D:I:I__—, a place of business, which covers all 50 states. Please include
P/our local taxes when determining the total value of your order.
f you are uncertain about the correct tax amount, please call
508-870-1600.

Authorized Signature

(Credit card orders without signature and expiration date cannot be processed.)
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Rev. 8/87

DATA GENERAL CORPORATION
TECHNICAL INFORMATION AND PUBLICATIONS SERVICE -
TERMS AND CONDITIONS

Data General Corporation (“DGC") provides its Technical Information and Publications Service (TIPS) solely in accordance
with the following terms and conditions and more specifically to the Customer signing the Educational Services TIPS Order
Form. These terms and conditions apply to all orders. telephone, telex, or mail. By accepting these products the Customer
accepts and agrees to be bound by these terms and conditions.

1. CUSTOMER CERTIFICATION
Customer hereby certifies that it is the owner or lessee of the DGC equipment and/or licensee/sub-licensee of the software
which is the subject matter of the publication(s) ordered hereunder.

2. TAXES
Customer shall be responsible for all taxes, including taxes paid or payable by DGC for products or services supplied under
this Agreement, exclusive of taxes based on DGC's net income, unless Customer provides written proof of exemption.

3. DATA AND PROPRIETARY RIGHTS

Portions of the publications and materials supplied under this Agreement are proprietary and will be so marked. Customer shall
abide by such markings. DGC retains for itself exclusively all proprietary rights (including manufacturing rights) in and to all
designs, engineering details and other data pertaining to the products described in such publication. Licensed software
materials are provided pursuant to the terms and conditions of the Program License Agreement (PLA) between the Customer
and DGC and such PLA is made a part of and incorporated into this Agreement by reference. A copyright notice on any data
by itself does not constitute or evidence a publication or public disclosure.

4. LIMITED MEDIA WARRANTY

DGC warrants the CLI Macros media, provided by DGC to the Customer under this Agreement, against physical defects for a
period of ninety (90) days from the date of shipment by DGC. DGC will replace defective media at no charge to you, provided
it is returned postage prepaid to DGC within the ninety (90) day warranty period. This shall be your exclusive remedy and
DGC's sole obligation and liability for defective media. This limited media warranty does not apply if the media has been
damaged by accident, abuse or misuse.

5. DISCLAIMER OF WARRANTY

EXCEPT FOR THE LIMITED MEDIA WARRANTY NOTED ABOVE, DGC MAKES NO WARRANTIES, EXPRESS OR

IMPLIED, INCLUDING, BUT NOT LIMITED TO, WARRANTIES OF MERCHANTABILITY AND FITNESS FOR -
PARTICULAR PURPOSE ON ANY OF THE PUBLICATIONS, CLI MACROS OR MATERIALS SUPPLIED HEREUNDER.

6. LIMITATION OF LIABILITY

A. CUSTOMER AGREES THAT DGC’S LIABILITY, IF ANY, FOR DAMAGES, INCLUDING BUT NOT LIMITED TO
LIABILITY ARISING OUT OF CONTRACT, NEGLIGENCE, STRICT LIABILITY IN TORT OR WARRANTY SHALL NOT
EXCEED THE CHARGES PAID BY CUSTOMER FOR THE PARTICULAR PUBLICATION OR CLI MACRO INVOLVED.
THIS LIMITATION OF LIABILITY SHALL NOT APPLY TO CLAIMS FOR PERSONAL INJURY CAUSED SOLELY BY
DGC’S NEGLIGENCE. OTHER THAN THE CHARGES REFERENCED HEREIN, IN NO EVENT SHALL DGC BE LIABLE
FOR ANY INCIDENTAL, INDIRECT, SPECIAL OR CONSEQUENTIAL DAMAGES WHATSOEVER, INCLUDING BUT
NOT LIMITED TO LOST PROFITS AND DAMAGES RESULTING FROM LOSS OF USE, OR LOST DATA, OR
DELIVERY DELAYS, EVEN IF DGC HAS BEEN ADVISED, KNEW OR SHOULD HAVE KNOWN OF THE POSSIBILITY
THEREOF; OR FOR ANY CLAIM BY ANY THIRD PARTY.

B. ANY ACTION AGAINST DGC MUST BE COMMENCED WITHIN ONE (1) YEAR AFTER THE CAUSE OF ACTION
ACCRUES.

7. GENERAL

A valid contract binding upon DGC will come into being only at the time of DGC's acceptance of the referenced Educational
Services Order Form. Such contract is governed by the laws of the Commonwealth of Massachusetts, excluding its conflict of
law rules. Such contract is not assignable. These terms and conditions constitute the entire agreement between the parties
with respect to the subject matter hereof and supersedes all prior oral or written communications, agreements and
understandings. These terms and conditions shall prevail notwithstanding any different. conflicting or additional terms and
conditions which may appear on any order submitted by Customer. DGC hereby rejects all such different, conflicting, or
additional terms.

8. IMPORTANT NOTICE REGARDING AOS/VS INTERNALS SERIES (ORDER #1865 & #1875)

Customer understands that information and material presented in the AOS/VS Internals Series documents may be specific to
a particular revision of the product. Consequently user programs or systems based on this information and material may be
revision-locked and may not function properly with prior or future revisions of the product. Therefore, Data General makes no
representations as to the utility of this information and material beyond the current revision leve!l which is the subject of the
manual. Any use thereof by you or your company is at your own risk. Data General disclaims any liability arising from any such
use and | and my company (Customer) hold Data General completely harmless therefrom.




134-755-02

moisten & seal

-
CUSTOMER DOCUMENTATION COMMENT FORM

Your Name Your Title

Company Phone

Street

City State Zip

We wrote this book for you, and we made certain assumptions about who you are and how you would
use it. Your comments will help us correct our assumptions and improve the manual. Please take a
few minutes to respond. Thank you.

Manual Title Manual No.
Who are you? OEDP/MIS Manager [JAnalyst/Programmer  [1Other
[OSenior Systems Analyst OOperator
OEngineer [JEnd User
How do you use this manual? (List in order: | = Primary Use)
—— Introduction to the product —— Tutorial Text — Other
— Reference — Operating Guide
s
About the manual: Is it easy to read?

Is it easy to understand?

Are the topics logically organized?

Is the technical information accurate?

Can you easily find what you want?

Does it teil you everything you need to know?
Do the illustrations help you?

DoooooogE
oopoooogz

If you wish to order manuals, use the enclosed TIPS Order Form (USA only) or contact your
sales representative or dealer.

Comments:

-
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